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Abstract 

In the paper, we present a software pipeline for speech recognition to automate the creation of training 
datasets, based on desired unlabeled audios, for low resource languages and domain-specific area. 
Considering the commoditizing of speech recognition, more teams build domain-specific models as well 
as models for local languages. At the same time, lack of training datasets for low to middle resource 
languages significantly decreases possibilities to exploit last achievements and frameworks in the Speech 
Recognition area and limits the wide range of software engineers to work on speech recognition problems. 
This problem is even more critical for domain-specific datasets. The pipeline was tested for building 
Ukrainian language recognition and confirmed that the created design is adaptable to different data 
source formats and expandable to integrate with existing frameworks. © 2021, The Author(s), under 
exclusive license to Springer Nature Switzerland AG. 
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