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v

The development of technologies and computing resources has not only expanded the range 
of digital services in all spheres of human activity, but also determined the range of targeted 
cyber attacks. Targeted attacks are aimed at destroying not only the business structure, but 
also its individual components that determine critical business processes. The continuity of such 
business processes is a critical component of any company, organization or enterprise of any form 
of ownership, which has a critical impact on making a profit or organizing production processes.  
The proposed concept of determining the security level of critical business processes is based on 
the need to use multiloop information security systems. This makes it possible to ensure the con-
tinuity of critical business processes through a timely objective assessment of the level of security 
and the timely formation of preventive measures. This approach is based on the proposed rules for 
determining the reach of a given security level, based on assessments of the integrity, availability 
and confidentiality of information arrays, as well as computer equipment for different points of 
the organization's business processes. The issues of applying situational management methods to 
ensure the safe functioning of objects of socio-cyber-physical systems, logical and transformational 
rules that form the foundation for building a situational type cybersecurity management system are 
considered. One of the main tasks of systems of this type is described – the task of replenishing 
the description of the situation. The use of pseudophysical logics, various types of pseudophysical  
logics, the method of their construction and their interconnection are proposed. Particular at-
tention is paid to causal pseudophysical logic, as the least developed for the purposes of ensuring 
cybersecurity. The formation of smart technologies, as a rule, uses the wireless standards of 
communication channels IEEE 802.11X, IEEE 802.15.4, IEEE 802.16, which use only authentication 
protocols and privacy mechanisms that are formed on the basis of symmetric algorithms. In the 
conditions of the post-quantum period (the appearance of a full-scale quantum computer), the 
stability of such algorithms is questioned. Such systems, as a rule, are formed on the basis of the 
synthesis of socio-cyber-physical systems and cloud technologies, which simplifies the implemen-
tation of Advanced Persistent Threat attacks, both on the internal loop of control systems and on 
the external one.

The proposed creation of multi-circuit information protection systems allows for an objective 
assessment of the flow state of the system as a whole and the formation of preventive measures 
against cyber threats. 

In the third chapter, models of probable threats and information protection in public networks 
are proposed. The most general model of the formal description of the protection system is the 
model of the security system with full overlap, in which a complete list of protection objects and 
threats to information is determined, and means of ensuring security are determined from the 
point of view of their effectiveness and contribution to ensuring the security of the entire tele-
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communications system. It is also shown that the combination of four models (M1, M2, M3, M4)  
in various variants provides wide opportunities for modeling various known types of threats and 
their implementation. However, in connection with the continuity of the process of developing 
new and improving existing methods and means of implementing threats, it is necessary to use 
such approaches to ensuring information protection that allow detecting and preventing threats of 
unknown types and carrying out dynamic correction of protection behavior, adapting it to specific 
application conditions. The M5 basic model is described, which enables continuous refinement of 
threat classes and response measures, and continuous training of the adaptive component of 
the CSI, which, in turn, detects and prevents threats of unknown types. The M6 basic model is 
introduced with the aim of obtaining higher security due to the presence of a special module of 
internal diagnostics that diagnoses the entire protection system, decides on the correction of the 
SHI behavior algorithm, and makes it possible to achieve SHI fault tolerance; a special module that 
diagnoses the communication channel with subsequent changes in the level of protection, allows to 
achieve the adaptability of the SHI.

The fourth chapter is deal with the development of cryptographic primitives based on cellular 
automata. The definition of a cellular automaton is given and the elementary rules of intercellular 
interaction are described.

A number of generators of pseudorandom binary sequences have been developed based on a 
combination of elementary rules of intercellular interaction, as well as cell interaction according to 
a rule of our own development.

In the "cryptographic sponge" architecture, a cryptographic hashing function with a shuffling 
function based on cellular automata was developed and its statistical characteristics and avalanche 
effect were investigated.

A block cipher in the SP-network architecture is constructed, in which cellular automata are 
used to deploy the key, and the encryption process is based on elementary procedures of replace-
ment and permutation. Substitution blocks are used from the well-known AES cipher, a description 
of a stream cipher is given, where a personal computer keyboard and mouse are used as the initial 
entropy. Random data received from the specified devices is processed by a proprietary hashing 
function based on a "cryptographic sponge". All developed cryptographic functions and primitives 
demonstrated good statistical characteristics and avalanche properties.

The fifth chapter proposes a methodology for analyzing the quality of the mechanism for validat-
ing the identified vulnerabilities of a corporate network, which is based on integral equations that 
take into account the quantitative characteristics of the vulnerability validation mechanism under 
study at a certain point in time. This technique allows to build the laws of distribution of quality 
indicators of the vulnerability validation process and quantify the quality of the mechanism for 
validating detected vulnerabilities, which allows to monitor and control the validation of identified 
vulnerabilities in real time during active security analysis. A method is proposed for constructing 
a fuzzy knowledge base for making decisions when validating vulnerabilities of software and hard-
ware platforms with an active analysis of the security of a target corporate network based on the 
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use of fuzzy logic, which makes it possible to provide reliable information about the quality of the 
mechanism for validating vulnerabilities indirectly. The constructed knowledge base allows to form 
decisive decision-making rules for the implementation of a particular attacking action, which allows 
to develop expert systems to automate the decision-making process when validating the identified 
vulnerabilities of target information systems and networks. An improved method of automatic 
active security analysis is proposed, which, based on the synthesis of the proposed models, tech-
niques and methods, allows, in contrast to the existing ones, to abstract from the conditions of 
dynamic changes in the environment, i.e. constant development of information technologies, which 
leads to an increase in the number of vulnerabilities and corresponding attack vectors, as well as an 
increase in ready-to-use exploits of vulnerabilities and their availability, and take into account only 
the quality parameters of the vulnerability validation process itself.

Keywords
Cybersecurity, models of the threat, crypto-code constructions, simulation modelling, automa-

tion, radio engineering research, security measures.
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Abstract

A technique for analyzing the quality of the mechanism for validating the identified vulnerabili-
ties of a corporate network has been developed, which is based on integral equations that take into 
account the quantitative characteristics of the mechanism for validating vulnerabilities under study 
at a certain point in time. This technique allows to build the laws of distribution of quality indicators 
of the vulnerability validation process and quantify the quality of the mechanism for validating de-
tected vulnerabilities, which allows to monitor and control the validation of identified vulnerabilities 
in real time during active security analysis. 

A method is proposed for constructing a fuzzy knowledge base for making decisions when vali-
dating vulnerabilities of software and hardware platforms with an active analysis of the security of a 
target corporate network based on the use of fuzzy logic, which makes it possible to provide reliable 
information about the quality of the mechanism for validating vulnerabilities indirectly. 

The constructed knowledge base allows to form decisive decision-making rules for the imple-
mentation of a particular attacking action, which allows to develop expert systems to automate the 
decision-making process when validating the identified vulnerabilities of target information systems 
and networks. 

The method of automatic active security analysis has been further developed, which, based on 
the synthesis of the proposed models, techniques and methods, allows, unlike the existing ones, 
to abstract from the conditions of dynamic changes in the environment, i.e. constant development 
of information technologies, and take into account only the quality parameters of the vulnerability 
validation process itself.

KEYWORDS

Cyber incident, vulnerability, warfare, risks, information security, electronic intelligence.

4.1 Experimental study of the functioning of modern automated vulnerabilities 
exploiting means 

As mentioned earlier, modern systems of active security analysis (SASA) of information sys-
tems and networks, based on various methods of detecting and confirming vulnerabilities (in partic-
ular, methods of conducting penetration testing), allow simulating a potential cyber attack on the 
organization’s information infrastructure and establishing its actual state security. 

Research and simulation of the mechanism of 
vulnerabilities validation in active analysis of 
information network security4
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At the same time, the generalized algorithm of such systems consists of the following 
steps [77–95]:

– scanning of the target network, which allows to determine the list of available hosts, detect 
open ports on them and identify running services;

– making assumptions about the presence of vulnerabilities in the software, in particular in 
the detected services, based on the vulnerabilities knowledge base, errors in the configuration of 
equipment and other gaps in the protection perimeter of the information infrastructure;

– verification and confirmation of the possibility of implementing identified vulnerabilities by 
attempting to exploit them using specialized software, in particular, using so-called vulnerability ex-
ploits (malicious scripts, executable modules, etc.). This process is schematically shown in Fig. 4.1;

– generation of a report, which necessarily includes a list of validated vulnerabilities and their level 
of criticality (danger), as well as, optionally, recommendations for eliminating these vulnerabilities.

 Fig. 4.1 The process of selecting and implementing the next exploit,  
with the subsequent recall of the target
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In general, the need to check the possibility of implementing detected vulnerabilities, that is, 
their validation, arises because security scanners allow detecting only potential vulnerabilities of 
target systems, while allowing for the fallacy of such activations, which consists in the impossibility 
of actual implementation of the detected vulnerability on the part of the attacker. And since each 
SASA, having its own databases of ready-to-use exploits of known vulnerabilities and algorithms for 
their automatic implementation, the validation of detected vulnerabilities is carried out differently. 
So, for example, such algorithms can be based on the sequential implementation of all exploits 
available in the database, or taking into account simple criteria, such as the family of the operating 
system, the service and the rank of the exploit.

Thus, even in automated SASA, the number of vulnerability checks of only one target system, 
that is, attempts to exploit them, can reach several thousand (the main limitation is the number of 
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exploits in the database). This can be critical from the point of view of the time required to conduct 
an active security analysis in corporate networks, moreover, the sequential launch of all available 
exploits significantly increases the risk of a critical error in the functioning of the target system 
and its complete failure. Accordingly, in view of these limitations, it becomes expedient to solve the 
problem of determining the quality of the mechanism for validating vulnerabilities of software and 
hardware platforms.

For this, first of all, by processing the results of a large number of observations of the func-
tioning of the means of exploiting the identified vulnerabilities, in particular, the feedback scheme 
shown in Fig. 4.2, the general characteristics of the vulnerability validation process, which take 
into account the above factors, were highlighted. 

 Fig. 4.2 Generalized scheme of step-by-step loading of the command 
interpreter – “meterpreter”

The feedback scheme (Fig. 4.2) is demonstrated on the example of the step-by-step imple-
mentation of the exploit with the previously mentioned payload, namely, the meterpreter command 
interpreter. At the same time, interaction (connection establishment) at the transport level takes 
place in accordance with the TCP protocol (Fig. 4.3) [84].

At the first stage, the exploit is transmitted to the target system along with the backed-up 
first part of the payload. After exploiting the vulnerability, the payload tries to connect back to 
the active security analysis system (i.e., the exploit tool, in this case metasploit) and establish a 
communication channel. 
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The next stage involves loading the second part of the payload DLL (Dynamic-link library –  
dynamically linked library) of the injection, after its successful execution, the exploit tool sends the 
DLL to the meterpreter server to establish the proper communication channel.

Thus, if the selected exploit, as well as the corresponding payload, worked and an active ac-
cess session to the target system was obtained, it is possible to speak of a successful validation 
of the vulnerability. 

Otherwise, when the selected exploit did not work, the vulnerability is not validated. If the ex-
ploit tool did not receive a response from the target system within the specified RTD delay interval 
and lost communication with it, the attempt to launch the selected exploit was unsuccessful and 
resulted in a critical error in the target system.

 Fig. 4.3 The scheme of using the socket interface to establish a TSR connection

Thus, it was established that the quality of host vulnerability validation of the target corporate 
network is determined by the vector q q qs f c, ,� �  of the three-dimensional vector space [96], where 
qs  – abscissa, which defines the number of successfully validated vulnerabilities, qf  – ordinate, 
which defines the number of unvalidated vulnerabilities and qc  – an application that determines the 
number of cases of vulnerability validation that resulted in critical errors on the target host and 
subsequent loss of communication with it.

However, given the risk of causing critical errors in the functioning of the target systems, 
their number in the corporate network, the dynamics of changes in the target systems themselves 
(changes in their configurations), as well as the constant increase in the number of new vulnera-
bilities and their exploits, it becomes difficult, experimentally, to ensure a full check of all objects  
(in this case, attempts to exploit vulnerabilities) related to this problem, in order to obtain a gen-
eral population. 

Therefore, it was decided to use a sample population in order to search for and study regular-
ities in the process of active analysis of the security of corporate networks. 
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And since the sample is a subset of the general population, on the basis of its research using 
the tools and methods of mathematical statistics, it will be possible to draw a conclusion about the 
properties of the validation process that occurs in the general population. 

At the same time, in order for the conclusions regarding the properties of the general popula-
tion, which are made during the study of the sample, to be justified, it is necessary that this sample 
population is necessarily representative, that is, it accurately reflects the general population. 

In general, the issue of forming a sample population is the first step on the way to obtaining 
results that objectively reflect the processes and phenomena that take place in the general popu-
lation. And since the most common practice is to first select the required number of objects, and 
only then conduct their research, a list of 11 target systems was formed. 

At the same time, the platforms were chosen on the basis of statistical data from Netmar-
ketshare and Statcounter companies (Fig. 4.4) regarding the prevalence of the use of specific 
operating systems in the world [77–89] and in particular in Ukraine [89]. Also, two specially 
designed platforms for conducting penetration testing with known vulnerabilities already present 
were included in the list.

 Fig. 4.4 Statistical data on the use of operating systems in the world 

The experiment itself, in order to obtain the so-called functional dependencies, was carried out 
on a specially developed test bench, according to the proposed methodology of experimental re-
search on the functioning of modern automated means of exploiting vulnerabilities, and the results 
were designed and presented in the form of a table (Table 4.1). 
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 Table 4.1 Results of vulnerability validation using armitage and autopwn

Platform (OS)
Armitage Metasploit-autopwn

‡ qs qf qc t ‡ qs qf qc t

Windows XP SP2 312 3 306 3 345 63 3 58 2 244

Windows XP SP3 98 3 93 2 86 58 3 53 2 286

Windows 7 85 2 80 3 65 63 3 60 2 369

Windows 8.1 83 1 81 1 58 65 0 64 1 281

Windows 10 84 0 83 1 154 1255 0 1255 0 1523

Windows Server 2008 R2 96 2 92 2 82 84 1 82 1 363

Windows Server 2016 39 0 39 0 71 32 0 32 0 43

Mac OS X 10.13 63 1 61 1 115 59 1 58 0 249

Mac OS X 10.14 46 1 45 0 83 41 1 40 0 58

Metasploitable 2 765 3 762 0 293 1445 3 1442 0 1462

Metasploitable 3 780 3 777 0 330 1911 3 1908 0 1933

where ‡ – the total number of attempts to exploit detected vulnerabilities of a separate host of the target 
corporate network; t – total validation time of detected vulnerabilities of a separate host of the target 
corporate network, expressed in seconds

4.1.1 Test stand description

All experiments were performed on a machine running Windows 10 Pro x64 v1803 operating 
system with an Intel Core i5-3210M CPU 2.50 GHz and 12 GB RAM using the VMware Work-
station 12 Pro v12.5.9 build-7535481 virtualization platform, on which a special test stand was 
deployed. The schematic representation of this stand is presented in Fig. 4.5.

Virtual machines running the Kali GNU / Linux Rolling 2019.3 OS with the following tools for 
automating the work of the Metasploit framework vulnerability exploitation tool is installed and 
configured as a system of automatic active security analysis (SAASA) in various experiments:

– metasploit-autopwn;
– armitage.
As a target host, a number of virtual machines with different installed platforms and the cor-

responding standard set of software act:
– MS Windows 10;
– MS Windows Server 2008 R2;
– MS Windows Server 2016;
– Mac OS X 10.13 and 10.14;
– Metasploitable 2 and 3.
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 Fig. 4.5 Generalized scheme of the test stand 

4.1.2 Methodology of experimental study of the functioning of modern automated 
means of exploiting vulnerabilities

First of all, it should be noted that all experiments consist in conducting automatic active secu-
rity analysis of a number of the same target hosts using various automated software tools of active 
security analysis defined in the previous subsection and further analysis of their work results. 

The purpose of this experimental study is to determine the general characteristics of the 
vulnerability validation process. For this purpose, the following method of experimental research is 
proposed, where the following system of actions is provided:

1. After deployment of the test bench and configuration of all target hosts, create snapshots 
(VMware snapshot) [97–112] of data of virtual machines to save their original (initial) state.  
A virtual machine snapshot is a point-in-time copy of the virtual machine disk file (VMDK) that 
allows to restore the saved state of the virtual machine.

2. Conduct an analysis of the security of the next host using the Armitage graphical cyber 
attack management tool using the Hail Mary vulnerability exploitation mode, save the results and 
restore the initial state of the target host under investigation with VMware tools.

3. Carry out an analysis of the security of the next host using the db_autopwn automatic ex-
ploit and cyber attack plugin, save the results and restore the initial state of the target host under 
investigation with VMware tools.

4. If a critical error occurs in steps 2 and 3 during active security analysis, restore the initial 
state of the target host under investigation, and re-analyze it with exclusion from the list of exploits 
that led to this error.

5. Submit the results of the conducted experiments in the form of a table.
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4.2 Mathematical modeling of information systems and networks identified 
vulnerabilities validation mechanism

4.2.1 Regression analysis of experimental research results

On the basis of the conducted experimental studies, it was established that each of the coordi-
nates of the vector  on the one hand, it changes continuously over time, during which an active analy-
sis of the security of an individual target host and the corporate network as a whole is carried out, and 
on the other hand, all three coordinates are connected to each other by some functional dependence.

However, unlike deterministic dynamic systems, which can be described by systems of dif-
ferential equations built on the basis of the system`s nature, the task of detecting vulnerability 
validation is not unambiguous. Therefore, it was decided to solve the task of building a mathemat-
ical model of information systems and networks vulnerabilities validation mechanism by means of 
regression analysis [78, 87, 91], creating analytical dependencies, which in turn are solutions of 
some differential equations system. 

In general, regression analysis refers to the study of the regularity of the relationship between 
two variables, when one x value corresponds to a set of y values, i.e. the relationship between 
them is not fully defined [88]. 

Thus, in regression analysis, statistical dependencies are described by a mathematical model, 
that is, a regression equation that reproduces the relationship between factor  values and variable 
characteristics of the investigated process  establishing the corresponding analytical dependence, 
and has the form y f x� � �.

At the same time, the regression equation, if possible, should be quite simple and adequate.
The analysis itself is carried out directly in several steps:
– checking for the presence of a correlation relationship;
– approximation of experimental data;
– statistical analysis of regression equations.
First of all, the statistical relationship between two variables is evaluated based on the results 

of experimental observations using the correlation coefficient. 
Provided that N observations are made, resulting in two samples:

x x x y y yn n1 2 1 2, ,..., , , ,..., ,

the correlation coefficient is determined by the following formula:
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where  x y,  – the mean value of the sample X and Y, respectively, which establishes the center of 
the sample population and is determined by formulas:
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,  (4.2)

σ σx y,  – the mean squared deviation for X and Y, respectively, is defined as the square root of 
the sample variance:

�x xD� ,  �y yD� ,  (4.3)

D Dx y,  – sample variance, which characterizes the variability of the values in the sample of X  
and Y, respectively, that is, the variation of observations, and is determined by the formulas:
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The expression n �� �1  from formulas (4.4) is called the number of degrees of freedom. This 
number is equal to the number of independent values involved in determining any parameter of a 
statistical population. When determining the variance, one degree of freedom is spent on deter-
mining the average value [90].

It should be noted that the value of the correlation coefficient is always within the limits 
� � �1 1R . At the same time, it characterizes only a linear relationship between random variables. 
That is, with a positive value of the coefficient, it can be assumed that when one value increases, 
the other also increases on average, and with a negative value, on the contrary, the growth of 
one value leads to a decrease in the other value on average. The closer the value R to +1 or −1,  
the closer the linear relationship between the x and y values, however, if the value R = 0 , this 
indicates its absence. In general, a satisfactory value of relationship density is considered to be 
R ≥ 0 5, , good at R = 0 8 0 85, ... , .

Verification of the correspondence of the sample value of the correlation coefficient R to the 
correlation value �� �  between general populations x and y, occurs with the use of t – distribution 
of Student [112]. For this, the calculated value test  is first found according to formula (4.5) and 
compared with the table (Table 4.2). 

t R
n

Rest �
�
�

2
1 2 .  (4.5)

If t test tab>  with the number of degrees of freedom f n� �2  and significance level � � 5 % ,  
then the correlation relationship exists and is confirmed for general populations.
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 Table 4.2 Student’s test value for significance α=0.05

f 1 2 3 4 5 6 7 8 9 10 60

ttab 12,71 4,303 3,182 2,775 4,571 2,447 2,305 2,228 2,086 2,042 2,00

The next step, in order to present in an understandable and concise form the empirical depen-
dencies between the parameters describing the behavior of the system, is the approximation of 
the experimental data. 

In general, approximation is the process of constructing an approximate (approximating) func-
tion based on the results of experimental studies that passes through all points of the initial data 
and is closest to a given continuous function. The process itself consists of two main stages [87]:

1) the selection of the general form of a typical functional dependence (approximants), 
which is carried out either for theoretical reasons or with the help of a graphical representa-
tion of the results of the experiment, analyzing the location of the points x yn n,� �  on the Car-
tesian coordinate plane. At the same time, the values of the factor are placed on the abscis-
sa axis, respectively, the values of the evaluation parameter are placed on the ordinate axis, 
and the actual results are indicated by dots. By directly connecting these points with a straight 
line, let’s obtain a graph of the results of the conducted experiment, and by drawing another 
straight line (curve) through the middle points of each of the obtained segments, there is an 
approximate representation of the graph of the desired approximant. After that, the obtained 
graph is compared with the graphs of typical functions and the general appearance of the ap-
proximating function is selected, which will most similarly describe the investigated dependence;

2) determination of the best numerical values of the parameters (coefficients) of the approximant.

4.2.2 Mathematical methods of function approximation

In general, the need to approximate a function by some analytical model arises when solving 
a fairly wide range of tasks, in particular tasks of statistical radio engineering and radio physics, 
control theory and data transmission systems [105, 112–114].

For example, approximation tasks are solved when modeling acoustic signals and designing 
telecommunication systems [103, 104], mobile communication systems [102], when optimizing 
the parameters of the reversible (lossless) digital data compression procedure [113], as well as 
when creating mathematical models of control systems [31] and simulation of processes under the 
influence of random factors [80].

All methods of function approximation can be divided into two groups: parametric and non-para-
metric. The first use a priori information about the type and / or parameters of the general dis-
tribution. Non-parametric ones, in turn, work with greater uncertainty regarding a priori informa-
tion, including even its complete absence, and therefore have a much wider scope of application.  
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However, non-parametric methods, in comparison with parametric ones, are more time-consuming 
from the point of view of performing mathematical calculations.

It should be noted that currently, one of the main approaches to solving nonparametric ap-
proximation problems is polynomial estimation based on the first theorem of K. Weierstrass, which 
is as follows: if the function f x� �  is continuous on a segment a b,�� �� , then there exists a se-
quence of polynomials Pn x� �� �,  which uniformly on the segment a b,�� ��  converges to f x� � , 
that is, for any ε>0 polynomial will be found Pn(x) with the number n depending on ε, such that 
P x f xn � � � � � � �,  at once for all x from the interval a b,�� �� .

This theorem was proved in 1912 by the famous Soviet scientist S. N. Bernshtein [4, 5].  
As approximating polynomials Pn(x), polynomials of the following form were used:
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where b x C x xk n n
k k n k

, ,� � � �� � �
1  C n k n kn

k � �� �!/ ! !.
Function b xk n, � �  are called the basis Bernstein polynomial of degree n, operators B f xn ;� �  

respectively, Bernstein polynomials of order n functions f x� � , and the coefficients f k n( / )  – 
Bernstein coefficients.

S.N. Bernstein, relying on elementary results from the theory of probabilities, proved that the 
sequence of polynomials B f xn ;� �� �  at n ��  converges to f x� �  uniformly on 0 1,�� �� , that is

lim .
n nf B f
��

� � � � 0

Thus, the following theorem holds.
Theorem 2.1. If the function f x� �  on a segment 0 1,�� ��  satisfies the Lipshitz condition [31] 

with a constant M , then with every n ≥ 2  and every x��� ��0 1, , a fair estimate

B f x f x M
x x

nn ; .� � � � � � �� �1
 (4.7)

4.2.3 Mathematical model of analysis of vulnerability validation process 
quantitative characteristics

Based on the results of an experimental study of the functioning of modern automated means 
of exploiting vulnerabilities obtained in 4.1 (Table 4.1), let’s build a mathematical model for the 
analysis of quantitative characteristics of the process of validating information system vulnera-
bilities by means of regression analysis. To do this, let’s first estimate the statistical relationship 
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between variables t  and q q qs f c, , , obtained during the study of the validation mechanism of the 
Armitage cyber-attack management graphic tool, using the correlation coefficient (4.1).

According to the data in Table 4.1, let’s calculate the auxiliary values: the average value of the 
sample (4.2), the sample variance (4.4) and the mean squared deviation (1.3). Let’s summarize 
the results in Table 4.3.

 Table 4.3 Estimated values of the correlation coefficient

Searched values
Armitage

t, qs t, qf t, qc

t 152,91 152,91 152,91

q 1,73 219,91 1,18

Dt
12716,09 12716,09 12716,09

Dq
1,42 79027,89 1,36

σt
112,77 112,77 112,77

σq
1,19 281,12 1,17

R 0,6 0,84 -0,07

In addition, let’s also check the correspondence of the sample value of the correlation coef-
ficient R to the correlation value �� �  between general aggregates of quantities t  and q q qs f c, ,  
using Student’s distribution. Let’s find the value test  by formula (4.5). The results are presented 
in Table 4.4.

 Table 4.4 Criterion of the correlation coefficient significance

Calculated value
Armitage

t, qs t, qf t, qc

test 2,254 4,693 0,216

Comparing the obtained values test  with theoretical ones (Table 4.1) with the number of 
degrees of freedom f n� � �2 9  and significance level � � 5%  there are the following results:

– for a pair t qs,  – t test tab>  since 2 254 2 096, ,> , this indicates that there is a direct re-
lationship between the time of validation of detected vulnerabilities and the number of successfully 
validated vulnerabilities;



4 Research and simulation of the mechanism of vulnerabilities validation in active  
analysis of information network security

111

– for a pair t qf,  – t test tab>  since 4 693 2 096, ,> , this indicates that there is a significant 
direct relationship between the time of validation of detected vulnerabilities and the number of 
unvalidated vulnerabilities;

– for a pair t qc,  – t test tab<  since 0 216 2 096, ,< , this indicates that there is a very weak 
relationship between the time of validation of detected vulnerabilities and the number of cases of 
validation of vulnerabilities that lead to critical errors on the target host, however, based on previ-
ous results, it can be argued that this situation is solved by increasing the number of observations.

Next, in order to present the empirical dependences between the parameters in a clear 
and concise form, let’s approximate the experimental data. To do this, first, let’s find out the 
class of functions to which the desired approximant belongs by constructing a graph of the ex-
periment results and an approximate graph of the desired approximant for each of the pairs of  
variables (Fig. 4.6).

Fig. 4.6 shows that the functions have a polynomial representation and, at the same time, a 
value R2  (reliability of the approximation) testify to the accuracy of the description of the initial 
dependence of the experimental data by the approximating function.

That is why, in order to obtain the most reliable coefficients of the approximant, let’s use 
Bernstein’s theorem. 

From the data in Table 4.1, it can be seen that the time of the rational cycle of vulnerability 
validation, in the case of using the Armitage tool, is 345 seconds. Therefore, first it is possible to 
carry out normalization of the time segment [ ; ]0 345 , as follows:

t
t
Tn

i= ,  (4.8)

where tn  – is the normalized time; T  – target host vulnerability validation time in seconds (rational 
cycle time); ti  – the time for which the relevant characteristics ( q q qs f c, , ) assumed their values 
within the rational cycle.

The results of normalization of the time segment are presented in Table 4.5.

 Table 4.5 Normalization of the rational cycle time

real time – t 0 58 65 71 82 83 86 115 154 293 330 345 0

normalized 
time – tn

0 0,168 0,188 0,206 0,238 0,241 0,249 0,333 0,446 0,849 0,957 1 0

Then the values of the variables qs(tn), qf(tn), qc(tn), as functions of normalization time,  
presented in Table 4.6.

After that, using data from Table 4.6 and representation (4.6), initial analytical dependencies 
for the number of successfully validated vulnerabilities were obtained qs=qs(tn).
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 Fig. 4.6 Approximate graphs of the sought approximants for each of  
the pairs of variables: a – t, qs; b – t, qf; c – t, qc
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 Table 4.6 Value of number of successfully validated qs(tn), unvalidated vulnerabilities qf(tn) and cases of 
validations that led to critical errors qc(tn)

tn – nor-
malized 
time

0 0,168 0,188 0,206 0,238 0,241 0,249 0,333 0,446 0,849 0,957 1 0

qs(tn) 0 1 2 0 2 1 3 1 0 3 3 3 0

qf(tn) 0 81 80 39 92 45 93 61 83 762 777 306 0

qc(tn) 0 1 3 0 2 0 2 1 1 0 0 3 0

 Table 4.7 The value of polynomials bk,11(tn)

k bk,11(tn)

0 (1-t)11

1 11t(1-t)10

2 55t2(1-t)9

3 165t3(1-t)8

4 330t4(1-t)7

5 462t5(1-t)6

6 462t6(1-t)5

7 330t7(1-t)4

8 165t8(1-t)3

9 55t9(1-t)2

10 11t10(1-t)

11 t11

After substituting the corresponding values from Tables 4.6 and 4.7, simplifying the expres-
sion, there is

q t b t b t b t b t b ts n n n n n n( ) ( ) ( ) ( ) ( ) (. . . . .� � � � �1 11 2 11 4 11 5 11 6 112 2 3 )) ( )

( ) ( ) ( ).
.

. . .

� �

� � �

b t

b t b t b t
n

n n n

7 11

9 11 10 11 11 113 3 3  (4.9)

After comparing the values of the calculation results and the data from Table 4.6, it follows 
(Table 4.8) that the deviations between the empirical and calculated data are permissible, and 
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when the number of values increases, these deviations become smaller and smaller. At the same 
time, it should be noted that for further research related to false vulnerability validation attempts 
and validation cases that led to critical errors, this difference is not significant.

 Table 4.8 Comparative values for qs(tn)

tn – normalized time
Empirical values 
qe

s(tn)
Calculated values 
qp

s(tn)
Deviation 
θ=|qe

s(tn)–qp
s(tn)|

0 0 0 0

0,168 1 1,065446 0,065446

0,188 2 1,100162 0,899838

0,206 0 1,126111 1,126111

0,238 2 1,167208 0,832792

0,241 1 1,171013 0,171013

0,249 3 1,181262 1,818738

0,333 1 1,309026 0,309026

0,446 0 1,494756 1,494756

0,849 3 2,425641 0,574359

0,957 3 2,970647 0,029353

1 3 3 0

The dependence graph (4.9) is presented in Fig. 4.7, which shows that the function qs=qs(tn) 
of successful validation of vulnerabilities satisfies the Lipshitz condition [31], i.e., for arbitrary 
t tn n

( ) ( ), [ ; ]1 2 0 1∈  exist K>0, that the inequality is fulfilled

q t q t K t ts n s n n n( ) ( ) .( ) ( ) ( ) ( )1 2 1 2� � �  (4.10)

It follows from the condition (1.10) that there is a rectangular region beyond which the graph 
of the function qs=qs(tn) does not step out. 

This makes it possible to further build the laws of probability distribution of the number of 
successfully validated vulnerabilities. In addition, when condition (4.10) is fulfilled, estimate (4.7) 
is valid, i.e.

B q t q t K
t t

nn s n s n
n n( , ) ( )
( )

.� �
�1

 (4.11)
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It follows from the inequality (4.7) that there exists such a positive number K, at which

� � � �
�

q t q t K
t t

ns
e

n s
p

n
n n( ) ( )
( )

.
1

 (4.12)

Dependence (4.12) makes it possible to set the appropriate precision for determining the 
power n of the Bernstein polynomial.

Thus, using data from Table 4.8 and dependence (4.12), the maximum value was obtained K 
for qs=qs(tn):

max(ki)=13,949121, where i ∈ [1;11).

 Fig. 4.7 The target system on the time of the rational cycle
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Similarly, using representation (4.6), data from Tables 4.6 and 4.7, let’s obtain initial ana-
lytical dependencies for the number of unvalidated vulnerabilities qf=qf(tn) (dependency (4.13), 
Fig. 4.8) and the number of cases of vulnerability validation that led to critical errors qc=qc(tn) 
(dependency (4.14), Fig. 4.9). 

Tables 4.9 and 4.10 present the corresponding comparative values of the calculation results 
and data from Table 4.6.

q t b t b t b t b t bf n n n n n( ) ( ) ( ) ( ) ( ). . . .� � � � �81 80 39 92 451 11 2 11 3 11 4 11 55 11 6 11

7 11 8 11 9 11

93

61 83 762
. .

. . .

( ) ( )

( ) ( ) (

t b t

b t b t b t
n n

n n n

� �

� � � )) ( ) ( ).. .� �777 30610 11 11 11b t b tn n  (4.13)

q t b t b t b t b t b tc n n n n n n( ) ( ) ( ) ( ) ( ) (. . . . .� � � � �1 11 2 11 4 11 6 11 7 113 2 2 )) ( ) ( ).. .� �b t b tn n8 11 11 113  (4.14)
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Also, it should be noted that Fig. 4.8 and 4.9 shows that the functions qf=qf(tn) and qc=qc(tn)  
also satisfy the Lipshitz condition. 

 Table 4.9 Comparative values for qf(tn) 

tn – normalized time
Empirical values 
qe

f(tn)
Calculated values 
qp

f(tn)
Deviation 
θ=|qe

f(tn)–qp
f(tn)|

0 0 0 0

0,168 81 62,547827 18,45217

0,188 80 63,809242 16,19076

0,206 39 64,596778 25,596778

0,238 92 65,508850 26,49115

0,241 45 65,575300 20,5753

0,249 93 65,743882 27,256118

0,333 61 67,844585 6,844585

0,446 83 78,745219 4,254781

0,849 762 538,115125 223,884875

0,957 777 478,499059 298,500941

1 306 306 0

 Fig. 4.8 Dependence of the number of unvalidated vulnerabilities of the target system on  
the time of the rational cycle
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 Table 4.10 Comparative values for qc(tn) 

tn – normalized time
Empirical values 
qe

f(tn)
Calculated values 
qp

f(tn)
Deviation 
θ=|qe

f(tn)–qp
f(tn)|

0 0 0 0

0,168 1 1,337389 0,337389

0,188 3 1,360285 1,639715

0,206 0 1,364959 1,364959

0,238 2 1,346917 0,653083

0,241 0 1,343984 1,343984

0,249 2 1,335418 0,664582

0,333 1 1,221982 0,221982

0,446 1 1,125939 0,125939

0,849 0 0,731249 0,731249

0,957 0 1,860081 1,860081

1 3 3 0

 Fig. 4.9 Dependence of the number of validations of vulnerabilities that led to critical  
errors in the target system on the time of the rational cycle
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In addition, using data from Tables 4.9 and 4.10 and dependence (4.12), let’s obtain the 
maximum K values for qf=qf(tn):
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max(Ki)=4880,359905, where i ∈ [1;11),

and qc=qc(tn)

max(Ki)=30,411511, where i ∈ [1;11).

Thus, as a result, analytical dependencies were obtained for the studied characteristics of the 
process of validation of vulnerabilities of information systems [19]:

q t q t b t q t q t b ts n s n
i

k n n
i

n

f n f n
i

k n n
i

( ) ( ) ( ), ( ) ( ) ( )( )
,

( )
,� �

� �
�

0 0

 
nn

c n c n
i

k n n
i

n

q t q t b t� ��
�

, ( ) ( ) ( ).( )
, 

0
 (4.15)

4.3 Methodology for analyzing the quality of work of the mechanism for 
corporate network detected vulnerabilities validating

Based on the practical analysis of the vulnerability validation process carried out in the previous 
section and the analytical dependencies of the basic characteristics of the vulnerability validation 
process (4.15) obtained with the help of Bernstein polynomials, it became possible to highlight and 
characterize additional key indicators that will allow more precisely determining the quality of the 
vulnerability validation mechanism, and also assert with high credibility about the positive progress 
or consequences of validating the vulnerabilities of the target corporate network. 

As a result, the following quality indicators of the corporate network vulnerability validation 
mechanism were selected [95, 112–116]:

1) A – accuracy – the share of correctly made decisions regarding the implementation of 
specific exploits relative to all made decisions. This parameter characterizes the ability of the 
validation mechanism of detected vulnerabilities to successfully check and confirm the possibility of 
their implementation due to correctly made decisions regarding the use of selected exploits with 
the appropriate payload for these vulnerabilities;

2) E – error – the share of decisions made regarding the implementation of specific exploits 
that did not confirm the possibility of implementing the corresponding vulnerabilities in relation to 
all decisions made. The error parameter characterizes the ability of the mechanism of validation 
of detected vulnerabilities to make decisions regarding the use of selected exploits that do not 
work for certain reasons. Such reasons include, for example, the non-compliance of the target 
system with the conditions for implementing the selected exploit, changing the ports on which 
vulnerable services work by default, the reaction of the protection system – blocking the possibility 
of implementing the exploit;

3) Ce – critical error – the share of decision-making cases regarding the implementation 
of specific exploits, which led to critical errors in the target system and subsequent loss of 
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communication with it in relation to all decisions made. A critical error characterizes the ability 
of the mechanism of validation of detected vulnerabilities to make decisions regarding the use 
of selected exploits, which in the process of their implementation lead to a critical error in the 
functioning of the target system and its subsequent failure.

According to (4.15), these indicators are determined as follows:

A
q d

q q q d

s

s f c

�
� �

�

�

( )

( ( ) ( ) ( ))
,

� �

� � � �

0

1

0

1  (4.16)

E
q d

q q q d

f

s f c

�
� �

�

�

( )

( ( ) ( ) ( ))
,

� �

� � � �

0

1

0

1  (4.17)

Ce
q d

q q q d

c

s f c

�
� �

�

�

( )

( ( ) ( ) ( ))
.

� �

� � � �

0

1

0

1  (4.18)

In addition, in order to evaluate the quality of the mechanism for validating detected vulnera-
bilities, taking into account all the above quality indicators, let’s reduce expressions (4.16)–(4.18) 
into a single integral indicator:

J
A
E

Ceqv � � ,  (4.19)

where Jqv – integral index of the vulnerability validation mechanism quality.
At the same time, if Jqv>1, then the vulnerability validation mechanism has high quality.
Thus, it is possible to highlight the following steps of the methodology of quality analysis of the 

mechanism of validation of corporate network vulnerabilities [98]:
Step 1. Collection of statistical data regarding the process of validation of detected vulnerabil-

ities of the corporate network of the evaluated validation mechanism.
Step 2. Normalization of the time segment of the vulnerability validation of the hosts of the 

target corporate network according to the expression (4.8).
Step 3. Construction of Bernstein polynomials to obtain initial analytical dependencies for basic 

characteristics (qs, qf, qc) of the vulnerability validation quality.
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Step 4. Calculation of more accurate performance indicators of the vulnerability validation 
mechanism: A – accuracy (4.16), E – error (4.17) and Ce – critical error (4.18).

Step 5. Evaluation of the performance of the mechanism for validating vulnerabilities of corpo-
rate networks based on the calculation of a single integral indicator (4.19).

Also, it should be noted that the dependencies (4.16)–(4.18) are generally functions of time

A t
q d

q q q d
n

s

t

s f c

t

n

n
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� �

�

�

( )

( ( ) ( ) ( ))

,
� �
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0

0

 (4.20)

E t
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 (4.21)

Ce t
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0
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 (4.22)

the graphs of which were constructed and displayed in Fig. 4.10 on the basis of an experimen-
tal study of the mechanism of validation of information system vulnerabilities of the db_autopwn  
plugin (Table 4.1).

In addition, taking the derivatives of the distribution functions of the quantitative indicators of 
the quality of the mechanism of validation of detected vulnerabilities (4.20), (4.21) and (4.22), 
let’s obtain the distribution densities, which are determined as follows:

� t
dA t

dtn
n

n

� � � � �
,  (4.23)

� t
dE t

dtn
n

n

� � � � �
,  (4.24)

� t
dCe t

dtn
n

n
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.  (4.25)
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 Fig. 4.10 Dependence of quantitative performance indicators of the vulnerability  
validation mechanism on the time of the rational cycle: a – accuracy A(tn); b – error E(tn);  
c – critical error Ce(tn) 
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4.4 A method of constructing a fuzzy knowledge base for decision-making when 
validating software and hardware platform vulnerabilities

Having analyzed the dependencies of the quality indicators of the corporate network vulnera-
bility validation mechanism obtained in the previous subsection (Fig. 4.10), it can be seen that the 
maximum value of accuracy A takes the value 0,02 (a). At the same time, a minimal error E is within 
the limits from 0.97 to 0.98 (b), and the maximum critical error Ce is within the limits from 6·10-3 
to 8·10-3 (c). This makes it possible to construct property functions for fuzzy sets, the elements 
of which are accuracy, error, and critical error.

Therefore, a decision was made to intellectualize the process of validating vulnerabilities of 
software and hardware platforms based on fuzzy technology [112], by creating a knowledge base 
for automatic decision-making when validating vulnerabilities during an active analysis of the secu-
rity of corporate networks. This will make it possible to quickly, in real time, and with minimal risk, 
make appropriate decisions regarding attempts to implement specific exploits of vulnerabilities for 
their validation.
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It should be noted that in order to build a knowledge base and further form decisive deci-
sion-making rules, first of all, it is necessary to select input and output parameters [80, 111].

Quantitative characteristics of the vulnerability validation process are used as input parame-
ters, which include the number of successfully validated vulnerabilities qs(t), number of unvalidated 
vulnerabilities qf(t) and the number of instances of vulnerability validation that resulted in a critical 
error qc(t). 

The output parameters are the distribution functions of quantitative indicators of the quality of 
the mechanism of validation of detected vulnerabilities (4.20)–(4.22).

As it was already established, from the conducted study of the vulnerability validation process, 
the initial parameters for building the knowledge base depend on the normalization time, which is a 
random variable that can take ambiguous values [112]. Based on this, with the use of statistical 
values obtained during the study of the mechanism of validation of information system vulnera-
bilities of the db_autopwn plugin (Table 4.11), the normalization time membership function was 
obtained (Fig. 4.11).

 Table 4.11 The value of the number of successfully validated qs(tn), unvalidated vulnerabilities qа(tn) and 
cases of validations that led to critical errors qс(tn)

Normalized 
time – tn

0 0,022 0,03 0,126 0,129 0,145 0,148 0,188 0,191 0,756 0,788 1 0

qs(tn) 0 0 1 3 1 0 3 1 3 3 0 3 0

qf(tn) 0 32 40 58 58 64 53 82 60 1442 1255 1908 0

qc(tn) 0 0 0 2 0 1 2 1 2 0 0 0 0

Note. Compiled based on statistical data of an experimental study of the functioning of the Metasploit-autop-
wn automated tool for exploiting vulnerabilities (Table 4.1)

 Fig. 4.11 Vulnerability validation analysis normalization time appropriateness function
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Fig. 4.11 shows that the value of the membership function of the normalization time coincides 
with the error values E, which is determined by dependence (4.21). Thus, as the normalization time 
increases, the probability of an error in the implementation of specific exploits increases.

Each of the parameters determined by dependencies (4.20)–(4.22) has its own ranges of 
values independently of each other. 

Therefore, there is a vague scale of the three values of these parameters, on the basis of 
which it is already possible to build a knowledge base for decision-making when validating corporate 
network vulnerabilities. 

At the same time, a universal scale of linguistic variables (terms) was used for a vague scale 
of the quality of the vulnerability validation mechanism [80]:

T={Min, Low, Med, High, Max}. (4.26)

Thus, based on the results of two independent analyzes of the validation process of identi-
fied vulnerabilities, vague evaluations of the quality of the vulnerability validation mechanism were 
formed and described in Tables 4.12 and 4.13.

 Table 4.12 A knowledge base formed on the first experiment results using Armitage

A E Ce Qmv Description

1 0 0 Max A reliable vulnerability validation 
mechanism that does not disrupt the 
operation of target systems and does 
not allow wrong decisions regarding 
the use of exploits

[0,8;1) (0:0,1) (0:0,01] High The ability of the validation mechanism 
to successfully check and confirm the 
possibility of implementing vulnerabil-
ities due to correctly made decisions 
regarding the use of selected exploits 
is high, with a fairly low number of 
wrong decisions

[0,5;0,8] [0,1;0,35] (0,01;0,2) Med The validation mechanism is quite 
stable

[0,1;0,5) (0,35;0,7] [0,2;0,5) Low For the most part, the vulnerability 
validation mechanism is inactive 
(inefficient) because it allows an un-
acceptable number of wrong decisions 
regarding the use of exploits

[0;0,1) (0,7;1] [0,5;1] Min The validation mechanism is unusable 
because it causes too many failures in 
the target systems
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 Table 4.13 A knowledge base formed on the second experiment results using Metasploit-autopwn

A E Ce Qmv Description

(0,8;1] [0;0,1) [0;0,1) Max A reliable vulnerability validation mech-
anism that practically does not lead to 
disruption of target systems, and also 
allows a minimum number of wrong 
decisions regarding the use of exploit

(0,7;0,8] [0,1;0,2) [0,1;0,15) High The ability of the validation mechanism 
to successfully check and confirm the 
possibility of implementing vulnerabil-
ities due to correctly made decisions 
regarding the use of selected exploits 
is quite high, with a low number of 
false decisions

[0,5;0,7] [0,2;0,3] [0,15;0,2] Med The validation mechanism is quite 
stable, however, it allows correct 
validation of vulnerabilities in no more 
than 70 % of cases

[0,1;0,5) (0,3;0,7] (0,2;0,4] Low For the most part, the vulnerability 
validation mechanism is ineffective 
(inefficient) because it allows an un-
acceptable number of wrong decisions 
regarding the use of exploits

[0;0,1) (0,7;1] (0,4;1] Min The validation mechanism is not 
recommended for use because it leads 
to a large number of failures in the 
functioning of the target systems

It can be seen from both tables that when conducting two independent experiments with 
obtaining a large volume of statistical data, unclear estimates were formed Qmv of the perfor-
mance quality of the vulnerability validation mechanism, which is based on the introduction of set  
terms (2.10), does not differ significantly. 

Based on this, and also taking into account the expression (4.27), according to which it 
was established that the knowledge base should contain 125 rules of logical inference of the  
form (4.28) [85, 92, 93], a generalized knowledge base was built, a fragment of which is present-
ed in the form of Table 4.14. 

Nmax=I1·I2·...·In (4.27)

where Nmax – the number of terms for the evaluation of the ith output variable i n�� �1, ;   
n – the number of output variables.

R i IF A T E T Ce T THEN Q T i ki i i mvi
� � � � �� � �� � �: & & , , .1  (4.28)
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 Table 4.14 Knowledge base fragment

№ A E Ce Qmv № A E Ce Qmv

1. Max Max Max Max 7. Max High High High

2. Max Max High Max 8. Max High Med High

3. Max Max Med Max 9. Max High Low Med

4. Max Max Low High 10. Max High Min Med

5. Max Max Min Med … … … … …

6. Max High Max Max 125. Min Min Min Min

The built knowledge base made it possible to form decisive decision-making rules (Table 4.15) 
regarding the implementation of one or another attacking action, taking into account the quality 
rank of the vulnerability exploit.

 Table 4.15 Decisive decision-making rules regarding the implementation of vulnerability exploits

Rank/ Qmv Max High Med Low Min

Excellent a1 a1 a1 a1 a1

Great a1 a1 a1 a1 a1

Good a1 a1 a1 a1 a1

Normal a1 a1 a1 a2 a2

Average a1 a1 a2 a2 a2

Low a1 a2 a2 a2 a2

Manual a2 a2 a2 a2 a2

where Rank – exploit quality rank; a1 – implement the selected vulnerability exploit; a2 – skip the selected 
vulnerability exploit.

In turn, the formed decisive rules allow developing expert systems [6] for automating the 
decision-making process when validating identified vulnerabilities of target information systems 
and networks.

4.5 A method of automatic active analysis of the corporate networks security 
based on vulnerabilities intelligent validation

The proposed method of automatic active analysis of the security of corporate networks de-
fines the main stages of using the developed: mathematical model for the analysis of quantitative 
characteristics of the vulnerability validation process, methods for analyzing the quality of work of 
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the mechanism for validating detected vulnerabilities of the corporate network, and a method for 
building a fuzzy knowledge base for decision-making in the validation of software and hardware plat-
form vulnerabilities. At the same time, the method can be divided into 4 main stages (Fig. 4.12): 
(I) preparatory stage, (II) initialization stage, (III) stage of adaptive validation of probable vulnera-
bilities, (IV) stage of processing and display of results (determination of the actual security level).

 Fig. 4.12 Scheme of the method of automatic active analysis of the corporate 
network’s security based on vulnerabilities intelligent validation

It should be noted that the proposed method includes two modes of operation, the first is 
training, during which all the above-mentioned scientific results are implemented for the construc-
tion and adaptation of the knowledge base, as well as decisive rules, that is, the training of the 
automatic system of active analysis of the security of corporate networks is carried out, and the 
second mode – directly the active analysis of the security of the corporate network.
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In addition, on the basis of the analysis of approaches to conducting an active analysis of the 
security of corporate networks and methods and means of its automation, respectively, a number 
of models were formed that will allow the use of information about the target corporate network 
as input data, in particular information about all its components, found vulnerabilities and exploits 
available for their implementation. 

The structure of these models is described using a theoretical-multiple approach.
Next, the sequence of steps of the method is considered in more detail:
Step 1. Gathering information about the target corporate network and forming a model CN 

according to (4.14). Any modern security scanner can be used as a source of all the necessary 
information, in particular information about the configuration of individual hosts of the target cor-
porate network.

CN H T IH H= , , ,  (4.29)

where H h hj� � �1,...,  – finite set (f.s.) of hosts (nodes) of the corporate network; TH  – the type 
of the jth host; IH  – key information about the target jth host. 

The host type is represented as [114]: 

T CS NH MH � � �, , ,   (4.30)

where CS  – computer system; NH  – network equipment; M  – mobile platform.
Information about the target host:

I Pl V S V PH Pl S� � �, , , , ,  (4.31)

where Pl pl pl j� � �1,...,  – f.s. of platforms (Windows, Linux, Android and other); V v vPl pl pl j
� � �1

,...,  – 
f.s. of probable platform versions; S s sj� � �1,...,  – f.s. of services; V v vS s sj

� � �1
,...,  – f.s. of 

probable names and versions of the relevant services; P p pj� � �1,...,  – f.s. of ports on which 
services are running and running. 

It should be noted that this description is built according to the Common Platform Enumeration 
(CPE) standard, which allows later, when making an assumption about the presence of vulnerabil-
ities in the target system, to link the host configuration with data from the vulnerability database 
and to select appropriate exploits. 

As an example: Linux x ftp oFTPD, . . , , Pr . . . .    2 6 1 3 1 2121
Step 2. Obtaining information about possible vulnerabilities of the hosts of the target corpo-

rate network and forming a Vl  model according to (4.32). The main source of information about 
vulnerabilities is open databases of vulnerabilities.

Vl ID R CVl Vl Vl= , , ,  (4.32)
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where ID id idVl vl vln
� � �

1
,...,  – f.s. of identifiers of vulnerabilities presented in the CVE List; 

R r rVl vl vln
� � �

1
,...,  – f.s. of criticality assessments of vulnerabilities according to CVSS; 

C c cVl vl vln
� � �

1
,...,  – f.s. of known vulnerable configurations (identifiers issued using Common Plat-

form Enumeration).
Step 3. Obtaining information about available exploits and forming a model E  according  

to (4.33). Accordingly, the source of the necessary information is open and closed databases of 
exploits, ready-made exploit kits or integrated databases directly of the exploitation tools themselves.

E N D R RfE E E E= , , , ,  (4.33)

where N n nE E Eg
� � �1

,...,  – f.s. of short names of available exploits (in fact, identifiers are 
represented by one or another means of exploitation); D d dE E Eg

� � �1
,...,  – f.s. of short de-

scriptions of exploits (in which the name and version of the vulnerable service are indicated); 
R excellent manualE � � �,...,  – f.s. of exploit quality ranks, Rf rf rfE E Eg

� � �1
,...,  – f.s. of links to 

identifiers of vulnerabilities that are implemented using an exploit.
Step 4. Selection of exploits of vulnerabilities for the jth host of the target network according 

to the cyber attack model A  (using vulnerabilities), which is formed based on compliance with the 
main characteristics and vulnerabilities of the target system:

A a ak� � �1,..., ,  (4.34)

where a F Vl C I S I V E Rf Vl ID E D I S I Vk Vl H H S E Vl E H H S� � � � �� � � �. , . , . & . , . . , . , .�� � .
Step 5 (in learning mode). The implementation of selected exploits and the collection of statis-

tical data on the basic characteristics of the target host vulnerability validation process are carried 
out one by one. Based on the collected data, the quality of the vulnerability validation mechanism is 
evaluated according to the following sub-steps:

5.1. Standardization of the time segment for validation of host vulnerabilities of the target 
corporate network according to (4.8): 

tn=ti /T;

5.2. Obtaining analytical dependencies for basic characteristics q q qs f c, ,� �  of vulnerability 
validation process (4.30): 
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5.3. Calculation of quality indicators of the vulnerability validation mechanism (4.20)–(4.22): 
A – accuracy, E – error and Ce – critical error:
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5.4. Evaluation of the quality of the validation mechanism according to the single integral quality 
indicator (4.23): 

J
A
E

Ceqv � � .

5.5. Obtaining analytical dependencies for the quality indicators of the vulnerability validation 
mechanism A(tn), E(tn), Ce(tn) (4.28)–(4.30):
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5.6. Construction of the normalization time membership function.
5.7. Formation of the knowledge base and decisive decision-making rules regarding the imple-

mentation of the attacking action in the form of (4.28) logical conclusion

R i IF A T E T Ce T THEN Q T i ki i i mvi
� � � � �� � �� � �: & & , , ,1

having previously determined the required number of rules according to (4.27): N I I Inmax ... .� � � �1 2
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Step 5 (in active analysis mode). Implementation of selected exploits in accordance with de-
cisive decision-making rules and collection of statistical data regarding the vulnerability validation 
process, based on which, in accordance with Steps 5.1–5.4, the quality assessment of the vulner-
ability validation mechanism is carried out.

Step 6 (in active analysis mode). Ranking of validated vulnerabilities of the target corporate 
network and generating a report of the conducted active security analysis. After analyzing all the 
hosts of the target corporate network, a general list of validated, i.e., confirmed vulnerabilities 
is formed, at the same time, they are ranked according to the level of their criticality, which is 
determined by the CVSS base assessment and the level of prevalence of this vulnerability Lvi

 in 
the corporate network according to the expression (4.35), otherwise, there is a return to Step 5  
(in active analysis mode). As a result, a report of the conducted active security analysis is gen-
erated, containing a ranked list of confirmed vulnerabilities of the target corporate network in 
descending order, from vulnerabilities with the highest levels of criticality and prevalence to vul-
nerabilities with the lowest levels, as well as the quality level of the mechanism for validating the 
identified vulnerabilities. 

L
h
hv

v

T
i
� �100,  (4.35)

where hv  – number of vulnerable hosts to the validated vulnerability v; hT  – the total number of 
analyzed hosts of the target corporate network, hT > 0 .

Based on the report, the expert decides on the necessity of retraining the automated system of 
active security analysis, as well as on the priority elimination of one or another validated vulnerability. 

 


