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Abstract: In the work, an analysis of modern methods of Educational Data Mining (EDM) was carried out, on the basis
of which a set of methods of EDM was developed for the training of vocational education teachers. The basic methods of
EDM are considered, namely Prediction, Clustering, Relationship Mining, Distillation of Data for Human Judgment,
Discovery with Models. The possibilities of using artificial neural networks, in particular, networks of Long-Short-Term
Memory (LSTM), to predict the results of the educational process are described. The main methods of clustering and
segmentation of educational data are considered. The basic methods of EDM are complemented by specialized methods
of digital image pre-processing and methods of artificial intelligence, taking into account the peculiarities of the training
of future specialists in engineering and pedagogical specialties. As specialized methods of digital image pre-processing,
methods of filtering, contrast enhancement and contour selection are used. As specialized methods of artificial intelligence,
methods of image segmentation, object detection on images, object detection using fuzzy logic were used. Methods of
object detection on images using convolutional neural networks and using the Viola-Jones method are described. To
process data with a certain degree of uncertainty, it is proposed to apply the methods of EDM and Fuzzy Logic in a
integral manner. Ways of integrating Fuzzy Logic with methods of data clustering, image segmentation and object
detection on images are considered. The possibilities of applying the developed complex of specialized methods of EDM
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in the educational process, in particular, when performing STEM (Science, Technology, Engineering and Mathematics)
projects, are described.

Index Terms: Educational Data Mining, Vocational Education Teachers, Clustering, Digital Image Processing, Image
Segmentation, Object Detection, Fuzzy Logic

1. Introduction

Educational Data Mining (EDM) is becoming an important tool for improving learning and teaching. The use of
information technologies in educational systems leads to the generation of a significant amount of data that contains
valuable information about students and the educational process. Automatic analysis of such data by means of EDM
allows to significantly optimize the educational process. EDM is an interdisciplinary field [1, 2], which combines Data
Mining (DM) with machine learning, psychometrics, computer modelling, statistics, data visualization and web mining.
EDM is an example of the effective use of digital technologies in the educational process. Unlike Data Mining, EDM
takes into account the peculiarities of educational data (interrelationships between data sets, hierarchical organization of
data) and the tasks of their processing for the purpose of application in the educational process [3]. The basic methods of
EDM that can be applied in all areas of the educational process include: Prediction, Clustering, Relationship Mining,
Distillation of Data for Human Judgment, Discovery with Models [4, 5].

However, the training of future vocational education teachers has certain features related to their field of professional
activity. Such features include the processing of a significant amount of data not only in text, but also in numerical and
graphic form [6]. Future engineers need to correctly construct, visualize and analyze various graphs, charts, diagrams,
drawings, three-dimensional (3D) models and more [7]. In modern technical systems, computer vision and machine
learning systems are increasingly used, accordingly engineers must understand the principles of digital image processing
and possess the skills of their practical implementation [8, 9].

Therefore, the purpose of the work, which consists in the development of a complex of specialized methods of EDM,
taking into account the peculiarities of the training of future vocational education teachers, is relevant. According to the
purpose of the work, the existing basic methods of EDM are supplemented with specialized methods of digital image pre-
processing and methods of artificial intelligence. As specialized methods of digital image pre-processing, methods of
filtering, contrast enhancement and contour selection were used. As specialized methods of artificial intelligence, methods
of image segmentation, object detection on images, object detection using fuzzy logic were used.

A certain degree of vagueness is characteristic of part of the data processed by specialists in engineering and
pedagogical specialties [10]. For example, when students are divided into clusters, there may be a significant overlap
between them, that is, one student may belong to several clusters to a certain extent. Therefore, in order to increase the
processing capabilities of such data, it is proposed to apply the methods of EDM and Fuzzy logic in a complex (integral)
manner [11-13]. Ways of integrating fuzzy logic with methods of data clustering, image segmentation and object detection
on images were considered, as a result of which a number of specialized EDM methods were obtained.

Thus, the article proposes a complex of specialized methods of Educational Data Mining, which is intended to
improve the system for training future vocational education teachers in institutions of higher education for the complex
application of methods of EDM in professional activities.

1.1 Outline

An overview of the existing EDM methods is provided in Section 2; methods of Prediction, Clustering, Relationship
Mining, Distillation of Data for Human Judgment, Discovery with Models are described. The methodology of the work
is presented in Section 3, which describes a set of EDM methods for training future vocational education teachers. Section
4 presents the developed complex of specialized methods of fuzzy clustering, digital image pre-processing, image
segmentation, object detection on images, object detection using fuzzy logic. The results of the work are described in
Section 5.

2. Literature Review

EDM is used in several key areas. The paper [4] highlights four key areas of EDM application: improvement of
student models, improvement of domain models, study of pedagogical support due to educational software, conducting
scientific research on the educational process and its participants. In another study [14], the following areas of application
of EDM are highlighted: evaluation of students' educational achievements, adaptation of the course for individualization
of students' learning based on their behavior, evaluation of educational materials in online courses, analysis of students'
educational behavior. That is, the classification of EDM application areas [14] complements the classification [4] taking
into account the features of e-learning.

There are several classifications of the basic methods of EDM, which are used in various areas of the educational
process. Researchers [4, 5, 15] distinguish the following main methods of EDM, which combined into groups #1-5 (Fig. 1).
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The considered methods of Prediction (group #1), Clustering (group #2) and Relationship Mining (group #3) are
considered categories of DM. The methods of Distillation of Data for Human Judgment (group #4) and Discovery with
Models (group #5) are the most specific for EDM. Other authors structure the methods of EDM somewhat differently.
For example, researchers [16] introduce new methods in comparison with the classification [4]: 1) Outlier Detection;
2) Process Mining; 3) Social Network Analysis; 4) Text Mining.

Basic methods of EDM

3. Relationship 4. Distillation of Data 5. Discovery
Mining for Human Judgment with Models

1. Prediction 2. Clustering

3.1. Association

| 1.1. Classification | Rule Mining

| 1.2, Regression | | 3.2. Correlation

Mining
1.3. Density | | 3.3. Sequential
estimation Pattern Mining

| |3.4. Causal Data
Mining

Fig. 1. Basic methods of EDM [4]

Outlier Detection consists of identifying data elements that are significantly different from other data. In EDM, the
detection of outliers allows, in particular, to find students with learning outcomes or behavior characteristics that are
significantly different from the average values. Detection of emissions can be performed by means of Correlation Mining,
namely by method #3.2 (Fig. 1) [4].

Process Mining is related to the group of methods #3 Relationship mining (Fig. 1) [4].

Social Network Analysis specializes in obtaining data about social network users based on information posted by
users, as well as based on connections in social networks.

Text Mining consists in the automatic analysis of the text in order to obtain information on a certain topic. This
method uses other methods of EDM for data processing (for example, for text clustering).

The results of Social Network Analysis and Text Mining are used as input data for other methods of EDM. The
authors [16] also indicate the need for pre-processing of educational data, which consists, for example, in the modification
and deletion of confidential personal data. The work [17] highlights the following methods of EDM: Clustering,
Classification, Outlier Detection, Association, Pattern Matching and Text Mining. The above methods repeat the main
methods in the classifications [4] and [16]. Thus, the classifications of EDM methods [16] and [17] complement the
classification [4], therefore, to describe the basic methods of EDM, we will use the widely known and quite detailed
classification [4]. Let's consider in more detail the basic methods of EDM (Fig. 1).

Prediction methods (group of methods #1) allow to determine the potential results of the educational process based
on existing data [15, 18, 19, 20]. Such methods can predict the academic performance of students or their difficulties in
learning, as well as predict the effectiveness of the implementation of new educational methods. Predictions can take into
account the individual characteristics of students, including their previous grades, learning style and other important
factors. Forecasting allows educational institutions, teachers, and curriculum developers to predict future trends, outcomes,
and student needs. This method uses historical and current data to model future events with a predetermined degree of
accuracy. Forecasting in education is used to analyze data and identify patterns (trends) that can be used to predict future
outcomes. The forecasting process typically involves collecting and pre-processing data, selecting an appropriate
forecasting model, training the model on historical data, testing its accuracy on a validation data set, and finally using the
model to predict future outcomes. Prediction in EDM is carried out by the methods of Classification, Regression, Density
estimation. At the same time, the methods of Classification and Regression, along with Artificial Neural Networks (ANN),
are integral parts of the direction of Machine Learning.

Forecasting by the Classification method is performed, for example, by a Naive Bayes classifier, the K-nearest
neighbor method [18] or using machine learning [21]. Prediction of educational achievements of students based on their
activity using machine learning (classification method according to the K-NN Algorithm) is described in [22].

Prediction using Regression Analysis is based on the fact that the dependence of the predicted values (dependent
variables) from the initial parameters (independent variables) is mathematically described by a regression equation (for
example, a polynomial) [10, 18]. The coefficients of the regression equation are calculated in most cases by the Least
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Squares Method. Prediction of placement of college students based on academic performance using machine learning
approaches (in particular, regression analysis) is described in [23].

In the method of Density Estimation [17] the predicted values of the variable are described by the Probability Density
Function, which depends on the initial data. Certain kernel functions are used to estimate the density. Random variables
in EDM are often described by a normal distribution, so in such cases a Gaussian function is used as a kernel function.

However, in modern EDM systems, in addition to the described forecasting methods, forecasting by Artificial Neural
Networks (ANN) is often used [24, 25, 26, 27, 28]. The use of ANN to predict the results of the educational process is
effective, because such results are often influenced by a significant quantity of factors (which are difficult to take into
account by other methods). ANN is a field of Machine Learning. Important advantage of ANN is the ability to train on
specially selected data sets. The known parameters of the educational process are applied to the inputs X = (X1, X2,..., Xn)
of the ANN, and the predicted values are obtained at the outputs Y = (yi, Y2,..., Ym). In the case of forecasting time
dependences (series), data for the previous period are applied to the inputs of the ANN, and data for the next period are
received at the outputs. In the process of ANN training, the training error ¢ is calculated by the difference between the
network outputs Y and the true outputs YT. The learning error € is minimized by changing the weights of the neurons. In
most cases, ANN training is performed by the method of backpropagation. ANN capabilities increase when the quantity
of hidden layers increases, but this leads to an increase in training time.

The work [29] considered the use of ANN for predicting the educational achievements of students. The prediction
of students' academic performance was performed using a Deep Neural Network (DNN), which made it possible to
automatically determine the behavioral characteristics of students. Long-Short-Term Memory (LSTM) networks have
been applied to predict time dependencies for student behavior. A Two-Dimensional Convolutional Neural Network
(2DCNN) was used to establish a correlation between different types of student behavior.

The use of Convolutional Neural Networks (CNN) for the recognition of educational images in order to identify at-
risk students is considered in [9]. It is shown that one-channel and three-channel recognition of educational images by the
proposed methods allows to more accurately identify students in the risk group, compared to other machine learning
algorithms (for example, compared to support vector machine, random forest).

Prediction of the academic success of students in Chinese-foreign cooperation in management schools using a Graph
Convolutional Network was performed in work [30]. An undirected graph was used to connect students with similar
characteristics. Student grades from previous semesters were used as input data for the neural network. It is shown that
the graph convolutional network provides higher prediction accuracy compared to the support vector machine and the
random forest model. Prediction of educational courses using ANN is described in [31].

Therefore, the Prediction method using ANN (taking into account its popularity and effectiveness) was added to the
list of basic methods used in the EDM (Fig. 2).

Clustering methods (group of methods #2, Fig. 1) are widely used for the analysis of educational data, as they ensure
the division of the initial set of large data into parts (clusters) [32, 33]. In the clustering method, learning without a teacher
is used. Clustering allows to structure and purposefully process training data, identify patterns and connections useful for
practice. In addition, sequential processing of objects of individual clusters is much simpler than processing all the studied
data. In most studies, clustering is performed in the space of two parameters. Clustering is the process of grouping objects
in such a way that objects in one group (cluster) have more characteristics in common with each other than with objects
in other groups. In the context of EDM, clustering is used to identify groups of students with similar learning needs,
behaviors or achievements, allowing for the development of targeted learning strategies.

Basic methods of EDM supplemented by
taking into account modern trends

1. Prediction 2. Clustering and 3. Relationship 4, Distillation of Data 5. Discovery
' Data Segmentation Mining for Human Judgment with Models
1.1. 3.1. Association Rule

|| Classification

2.1. Clustering

Mining

1.4, Prediction
by ANN
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Fig. 2. Basic methods of EDM [4], supplemented by taking into account modern trends; added methods are shown in color

31



Complex of Specialized Methods of Educational Data Mining for the Training of VVocational Education Teachers

Due to clustering, individualized learning, identification of students with learning difficulties, identification of
groups of students with similar interests or needs for targeted development or adaptation of educational materials is
ensured. Clustering helps group students by similar characteristics or behaviors, facilitating the development of
personalized learning approaches. Based on the analysis of the results of clustering, recommendations for training are
provided both in the case of face-to-face and distance learning. Cluster analysis of intermediate and final learning results
allows adjusting the level of difficulty of learning tasks. In the field of education, clustering is used to identify student
behavior patterns and take appropriate actions to optimize the learning process. Cluster analysis can be used to assess the
complexity of test tasks (identifying a group of the most difficult tasks).

In particular, such clustering methods as the K-means method, DBSCAN (Density-Based Spatial Clustering of
Applications with Noise) and hierarchical clustering are used [34]. The most common is the classical K-means clustering
method, which consists in iterative division of objects into K clusters [35]. The number of clusters is selected by the user
or determined by the minimum ratio of intra-cluster to inter-cluster distances. The DBSCAN method is efficient when
processing compact clusters and noisy data. Hierarchical clustering builds nested clusters by sequentially merging or
splitting clusters based on similarity measures.

The possibilities of cluster analysis for Student Behavioral Patterns were demonstrated in the work [36]. For the
purpose of deeper analysis, the same educational data can be divided into clusters using different methods, for example,
DBSCAN and k-means. Examples of evaluating student learning outcomes using the DBSCAN clustering method in
modern educational platforms are given in [37]. Possibilities of correction of student learning in electronic systems using
clustering methods are described in [38]. Work [39] shows that clustering allows for effective grouping of educational
data objects even if they are connected by several complex relationships.

When processing educational data, they can be divided into clusters and data segments [40]. A feature of data
segmentation is the preliminary establishment of the number and characteristics of segments; the criteria by which data
elements are distributed between different segments are indicated. Setting criteria for data segmentation is usually
performed by a person. An example of segmentation is the grouping of students by group number, specialty, level of
education, etc. Segmentation of educational data is carried out in order to better understand and address the individual
needs of students. Therefore, in order to expand the possibilities of processing educational data, it is proposed to name
the group of methods #2 "Clustering" as "Clustering and Data Segmentation” and to supplement it with the method "2.2.
Data segmentation” (Fig. 2).

The purpose of relationship mining (group of methods #3, Fig. 1) is to identify relationships and associations between
characteristics of objects in data sets [15, 17]. Such an analysis allows to identify the variables that are most strongly
related to each other. The relationships found through relationship mining must satisfy the criteria of statistical
significance and utility. In the context of EDM, the resulting relationships provide insight into how different factors (for
example, participating in group projects) affect learning outcomes. The following methods of relationship mining are
distinguished: Association Rule Mining, Correlation Mining, Sequential Pattern Mining, Causal Data Mining.

The Association Rule Mining consists in the fact that the relations between educational data are described by the
rules "if...then...". For example, if average score of the student is low and the student has a job, the student is more likely
to drop out. Associative rules allow to establish how one event leads to another, and to identify characteristic sets of data
or groups of items that often appear together in transactions.

Correlation Mining allows to establish the degree of relationship (positive or negative) between two variables. Due
to this, it is possible to identify the characteristics of objects that are most strongly related to each other. In educational
data, such analysis can reveal, for example, the relationship between the amount of time spent on independent study and
student grades.

Sequential Pattern Mining makes it possible to discover the sequence in which students usually study certain topics
or perform tasks. Due to this, the correct sequence of actions is established, for example, the order of execution and control
of the stages of STEM projects and other types of educational activities.

Causal Data Mining is used to find causal relationships between events in the educational process. Such analysis
leads to improved curricula, individualized learning, effective allocation of resources, and increased student motivation
and engagement.

Methods of Distillation of Data for Human Judgment (group of methods #4, Fig. 1) are designed to transform
complex data into forms that are easily interpreted by people, which contributes to quick understanding of data and
decision-making [5, 15]. Data presentation uses visualization (Visual Mining), in particular methods of Infographics and
Image Processing. Transformation of data into easy-to-understand forms is performed, in particular, with the use of Pivot
Tables and dimensionality reduction algorithms. Methods of Distillation of Data for Human Judgment are particularly
effective in the educational process, as they simplify the perception of even large volumes of data.

Data Visualization is the use of graphs, charts, images, diagrams, maps, three-dimensional (3D) models, and other
visual tools to present data in an understandable form. Visualization helps to quickly identify regularities, trends, patterns
and outliers (anomalies) in the data. As a preliminary stage of visualization, image segmentation can be used, which
allows to automatically divide the image into meaningful areas and focus students' attention on such areas. In the
educational process, 3D data visualization is quite effective, which helps to quickly stimulate interest in learning among
students, better assimilation of the material, and focus attention on key areas.

Pivot Tables are consolidated reports that summarize large volumes of data in a form that is convenient for analysis.
This allows users to see key metrics and indicators at a high (summarized) level.
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Infographic is a combination of a visual (graphic) form of information presentation with a textual one, which is used
to present complex data or ideas in an easily digestible form.

Discovery with Models (group of methods #5, Fig. 1) uses created models to generate new knowledge about learning
processes, student behavior, and the effectiveness of learning strategies, which can be applied to improve the educational
process [5, 15]. This approach may include modeling learning trajectories, designing adaptive learning systems, or
predicting the outcomes of new learning strategies. Model discovery includes a wide range of techniques, including
clustering and prediction.

One of the areas of Discovery with Models is the Simulation of Educational Processes by developing computer
models of the system that simulate the interaction between students and the educational environment. Such modeling
allows analyzing the influence of various factors on the educational process. For example, the development of a logical
model of a system can be performed by Fuzzy Cognitive Map (FCM) and the Mental Modeler package.

Another area of Discovery with Models is the Optimization of Learning Strategies, which consists in using models
to assess potential effectiveness and optimize learning approaches. For example, models for optimizing the learning style
of students can be obtained as a result of testing.

3. Methodology

The analysis of scientific articles showed that the effectiveness of the educational process can be significantly
increased through the use of modern methods of EDM [1, 2]. At the same time, methods for training future vocational
education teachers need visualization and computer processing skills of graphs, diagrams, schemes, drawings, images,
three-dimensional (3D) models, as well as knowledge of Intelligent Image Analysis [6, 7, 9]. Methods of Distillation of
Data for Human Judgment in classification [4] (Fig. 2) are mainly focused on data visualization. Therefore, the following
structure is proposed for group of methods #4 (Distillation of Data for Human Judgment) (Fig. 3):

4.1. Data visualization.

4.2. Digital Image Pre-processing.

4.3. Image Segmentation.

4.4. Object Detection in Images.

Specialized methods of Digital Image Pre-processing (method 4.2) and methods of Artificial Intelligence (methods
4.3, 4.4) have been added to the existing methods of EDM (Data Visualization), which take into account the peculiarities
of training future vocational education teachers. Specialized methods of digital image pre-processing are used, which
implement filtering (in the spatial or frequency domain), contrast enhancement (local or global) and selection of image
contours. Due to filtering, the level of noise in images is reduced, which leads to an increase in their visual quality.
Increasing the local or global contrast also helps improve the visual quality of images. Due to the selection of contours,
the boundaries of the studied objects are emphasized on the images, which simplifies their visual perception for students.
Thus, specialized methods of digital image pre-processing increase the efficiency of Data Visualization methods.

Specialized methods of artificial intelligence, which implement image segmentation and object detection in images,
have also been added to the existing EDM methods. Such intelligent image processing leads to the selection of researched
objects on the images, which contributes to their better perception by students due to purposeful focusing of attention.
The considered methods of intelligent image processing can be implemented when students perform certain stages of
STEM projects, which contributes to the effective deepening of their knowledge and skills.

In the process of EDM, some parameters of objects take fuzzy values [41]. For example, when clustering educational
subjects, there is a significant overlap of the clusters, that is, one subject may partially belong to several clusters. The
same situation is observed when clustering students according to their educational achievements. Segments or areas of
the image can belong to the object under study with varying degrees of certainty. Therefore, in order to increase the
possibilities of processing such data, it is proposed to integrate the methods of fuzzy logic into the methods of EDM by
specialists of engineering and pedagogical specialties. Due to the complex (integral) application of fuzzy logic to the
existing methods of EDM, a number of specialized methods were obtained, namely (Fig. 3):

2.3. Fuzzy clustering.

4.5. Object detection using Fuzzy Logic

Thus, for the training of future vocational education teachers, it is proposed to apply the following methods of EDM
(Fig. 3). In fig. 3 red rectangles show methods borrowed from digital image processing and artificial intelligence. Complex
methods obtained by applying fuzzy logic to existing methods of IAOD are shown by blue rectangles.

The integration of the proposed methods of artificial intelligence, digital image processing and fuzzy logic in the
EDM opens up new opportunities for improving the quality of education for the training of vocational education teachers.
Let's consider in more detail such specialized methods of EDM.
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Methods of EDM for the Training of Future Vocational Education
Teachers

1. Prediction 2. Clustering and 3. Relationship 4. Distillation of Data 5.Discovery
: Data Segmentation mining for Human Judgment with Models
| | 11 |1 2.1, Clusterin | |3.1. Association| [ | 4.1.Data

Classification o s Rule Mining Visualization
1.2 | | 2.2.Data | |3.2. Correlation| | [ 4.2.Digital Image Pre-
Regression Segmentation Mining processing

| | 1.3.Density ||| 2.3.Fuzzy | |3.3.Sequential| | | .
estimation Clustering Pattern Mining 4.3.mageSeRmentatioy
L_[1.4. Prediction by | 3.4 Causal || 4.4.0Object Detection in
ANN Data Mining Images

| [4.5. Object Detection using Fuzzy|
Logic

Fig. 3. Complex of EDM methods for the training of future vocational education teachers; added specialized methods are shown in color (compared to
the classification in Fig. 2)

4, Results and Discussion

4.1 Fuzzy clustering

Fuzzy clustering (method 2.3 in Fig. 3) significantly expands the possibilities of ordinary (exact) clustering [35, 36].
The integration of clustering and fuzzy logic in educational data analysis creates a powerful tool for understanding
complex educational processes, which allows adapting educational processes to the individual needs of students with
greater accuracy [12]. This combination not only allows data to be grouped based on similar characteristics, but also
effectively handles the uncertainty and subjectivity often present in educational data. The use of fuzzy logic is particularly
effective when the clusters are not clearly separated. Due to the fuzzy membership function, it is possible to more
accurately analyze objects that are within clusters. In an ideal case, the inter-cluster distance is much larger than the intra-
cluster distance, so such clusters are clearly separated. However, when processing real educational data, there are often
no clear boundaries between clusters. Because of these objects within the clusters, it is difficult to attribute them to only
one cluster. Therefore, clustering methods are supplemented by fuzzy logic.

The task of clustering is to divide Q objects into Qx clusters. The number of clusters is set manually or calculated
automatically (for example, based on compactness criteria). The paper considers clustering in the space of two parameters
(coordinates) x and y, which describe each object under study. The most common Euclidean distance between clustering
objects was used, as the use of the Mathetian distance gives similar results. In the process of clustering, the ratio of intra-
cluster distance to inter-cluster distance is minimized. Each cluster is described by a radius R, which is calculated as the
maximum distance from the center of the cluster to its objects. Clusters are also described by the radius Ry in the x-
coordinate and the radius Ry in the y-coordinate.

When using fuzzy logic, clusters of data are considered as fuzzy sets, so the belonging of objects to clusters is
described by fuzzy membership functions p(k, dx), py(k, dy), Hy(k, dx, dy) [41, 42]. The fuzzy function pi(k, dx) describes
the belonging of objects to clusters with numbers k by x coordinate, where dx is the distance of the object to the center of
the cluster by x coordinate. Similarly, the fuzzy function (k, dy) describes the belonging of objects to clusters with
numbers k along the y coordinate, where dy is the distance of the object to the center of the cluster along the y coordinate.
The fuzzy function py(k, dx, dy) describes the belonging of objects to clusters with numbers k by coordinates x and y.
The value of the fuzzy functions is in the range from 0 to 1, where 0 means that the object does not belong to the cluster
at all (the distance of the object to the center of the cluster exceeds its radius), 1 means that it belongs to the cluster
completely (the object is in the center of the cluster), and intermediate values indicate partial ownership. Due to the fuzzy
membership functions pi(k, dx), p(k, dy), y(k, dx, dy) it is possible to correctly describe the membership of a certain
object, which is on the border of clusters, to several clusters at the same time. For example, triangular or Gaussian
functions can be used as fuzzy membership functions. Triangular membership functions are easy to implement in software,
and Gaussian functions provide a smooth change in the value of an object's membership to a cluster.

Fuzzy clustering can be performed by: 1) fuzzy clustering methods; 2) usual methods (for example, K-Means)
followed by analysis using fuzzy membership functions. The second case is appropriate if you want to obtain fuzzy
functions & (k, dx) and py(k, dy) of objects belonging to clusters separately for each parameter x and y.
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Fuzzy clustering algorithms (Fuzzy clustering, soft clustering) include, for example, Fuzzy K-Means (fuzzy analogue
of the K-Means algorithm) and Fuzzy C-Means (FCM) algorithms [43]. In such clustering algorithms, it is considered
that one object can belong to several clusters at the same time with different degrees of belonging. The Fuzzy K-Means
algorithm is a fuzzy analogue of the K-Means algorithm. In the Fuzzy C-Means algorithm, the number of clusters is
calculated automatically, and in the Fuzzy K-Means algorithm, it is set by the user. Fuzzy clustering allows the
identification of non-obvious groups of students with similar needs or problems, allowing educational institutions to adapt
their curricula and resources more effectively.

Consider an example of fuzzy clustering of educational data [44]. Based on the initial data about each student, the
following parameters are known: Average grade in previous courses "Previous Grades" (coordinate x) and Average
number of study hours per week "Study Hours per Week" (coordinate y). Accordingly, in the space of such parameters x
and y, each student corresponds to a certain point (Fig. 4). First, clear clustering of the data is performed using the K-
Means method, and subsequent analysis is performed using fuzzy membership functions pi(k, dx), p(k, dy), py(k, dx,
dy). Clustering was performed by a Python program using the Google Colab cloud service (in the Jupyter Notebook). As
a result of K-Means clustering, Q = 200 objects are divided into Qx = 4 clusters (Fig. 4). Each obtained cluster means a
characteristic group of students with a certain level of preparation and learning style:

Cluster #1 is High value of the "Previous Grades" parameter and average value of the "Study Hours per Week".
Cluster #2 is Average value of the "Previous Grades" parameter and high value of the "Study Hours per Week".
Cluster #3 is Average value of the "Previous Grades" parameter and low value of the "Study Hours per Week".

Cluster #4 is Low value of the "Previous Grades" parameter and medium value of the "Study Hours per Week".

Therefore, for each cluster of students, it is possible to separately analyze their behavior in the educational process,
the admissibility of the average number of hours of study per week. Such clustering allows forming effective groups of
students for joint educational activities.

However, the obtained clusters of students are not clearly separated, which creates problems for the analysis of
students at the boundaries of the clusters. Therefore, fuzzy triangular membership functions pi(k, dx) (Fig. 5), py(k, dy)
and piy(k, dx, dy) were used to describe cluster membership, which describe the degree of student membership in clusters
with numbers k depending from x and y coordinates. In this case, the parameter "Previous Grades" is used as the x
coordinate, and the parameter "Study Hours per Week" is used as the y coordinate.

The values of the degree of membership |&r(k) (Fig. 6a) of the student with number iy (Fig. 4) to clusters k are
calculated on the basis of fuzzy functions of membership Lk(k, dx) and distances dx = dx0 to the center of the cluster
according to the parameter "Previous Grades" (Fig. 5). For example, the student with number iy (Fig. 6a) according to the
parameter “Previous Grades" most belongs to cluster 2 (the value of the degree of belongingness [kr(2) = 0.98), which
corresponds to the fuzzy set "Average value of the parameter "Previous Grades" and a high value of the parameter "Study
Hours per Week". To a lesser extent, such a student belongs to cluster 4 (J4r(4) = 0.82) and the corresponding fuzzy set
"Low value of the parameter "Previous Grades" and average value of the parameter "Study Hours per Week™". Similarly,
the value of the student's degree of membership pyr(K) to clusters k is calculated based on py(k, dy) and distances dy = dy0
to the center of the cluster according to the "Study Hours per Week" parameter.

Cluster (Previous Grades,Study Hours per Week); Q=200; Qk=4; iv=2

Cluster_1
Cluster_2
Cluster_3
Cluster_4
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> oo e
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Study Hours per Week

20 40 60 80 100
Previous Grades

Fig. 4. An example of student data clustering according to the parameters "Previous Grades" (Average grade on previous courses), "Study Hours per
Week" (Average number of study hours per week) [44]; cluster boundaries are marked with ellipses; the centers of clusters #1-4 are signed with the
corresponding numbers; the student with number iv =2 is highlighted with an arrow
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Cluster; k=2; dx0=0.92; ux(k,dx0)=0.98
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Fig. 5. An example of fuzzy functions pi(k, dx) of students belonging to clusters with numbers k = 2, 4 according to the parameter x "Previous Grades",
where dx is the distance of the object to the cluster center by x coordinate, and the radius of the cluster is equal to the maximum value dx; the values of
the distance dxO0 to the cluster center for the student with number i, = 2 are indicated by a vertical line (Fig. 4)

The values of the degree of membership r(k) (Fig. 6a) of the student with number iy (Fig. 4) to clusters with
numbers k are calculated on the basis of fuzzy functions of membership k(k, dx) and distances dx = dx0 to the center of
the cluster according to the parameter "Previous Grades" (Fig. 5). For example, the student with number i, (Fig. 6a)
according to the parameter "Previous Grades" most belongs to cluster 2 (the value of the degree of belongingness r(2) =
1.0), which corresponds to the fuzzy set "Average value of the parameter "Previous Grades" and a high value of the
parameter "Study Hours per Week". To a lesser extent, such a student belongs to cluster 4 (Jr(4) = 0.82) and the
corresponding fuzzy set "Low value of the parameter "Previous Grades" and average value of the parameter "Study Hours
per Week™". Similarly, the value of the student's degree of membership pyr(K) to clusters #k is calculated based on
functions y(k, dy) and distances dy = dyO0 to the cluster center according to the "Study Hours per Week" parameter.

The resulting values of the degree of membership piyr(k) of the student with number iy to clusters with numbers k
are calculated on the basis of fuzzy membership functions iy (k, dx, dy) and distances dx = dx0, dy = dyO0 to the center of
the cluster according to the parameters "Previous Grades" and "Study Hours per Week" respectively. However, since in
the general case the range of changes of the clustering parameters (x, y) is different, and the shape of the clusters is
asymmetric, therefore the resulting values of the degree of membership yr(K) are calculated more correctly based on the
average value of the degrees of membership r(k) and pyr(k ). The obtained values of the degree of belonging fiyr(K)
make it possible to estimate the belonging of the student with number iy to different clusters k according to both parameters
"Previous Grades" and "Study Hours per Week" (Fig. 6b).

For example, the student with number iy (Fig. 6b) by both parameters belongs to cluster 2 the most (jyr(2) = 0.93),
and to a lesser extent belongs to the neighboring cluster 4 (jr(4) = 0.67). Such information can be used to evaluate the
educational behavior of a certain student, to transfer students to project groups with common interests, to check the
admissibility of his average number of hours of study per week. For example, the considered student with number iy is
proposed to be included in groups (teams) of students with an average value of the parameter "Previous Grades™ and a
high value of the parameter "Study Hours per Week" (Cluster #2), and in the other case, in groups with a low value of the
parameter " Previous Grades" and the average value of the parameter "Study Hours per Week" (Cluster #4).
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Fig. 6. Values of degrees of membership of a student with number iv = 2 (Fig. 4) to clusters with numbers k: a) |xs(k) values calculated on the basis of
fuzzy membership functions i (k, dx0) (Fig. 5); b) values of pr(Kk), calculated on the basis of values of degree of belonging fur(k) and pyr(K)

Fuzzy clustering makes it possible to effectively group students according to their characteristics of the educational
process: educational behavior, test results in various subjects, etc. Due to this, it is possible to personalize the learning
trajectories of students, to offer them materials and tasks that best match their level of knowledge and learning style [45].
Defining vague clusters of students based on similar interests and skills helps to form effective groups for joint projects
or discussions. The integration of clustering and fuzzy logic in educational data analysis opens up new opportunities for
deeper understanding and improvement of the educational process.

36 Volume 17 (2025), Issue 1



Complex of Specialized Methods of Educational Data Mining for the Training of VVocational Education Teachers

4.2 Digital Image Pre-processing

Specialized methods of digital images pre-processing (methods 4.2 in Fig. 3) take into account the peculiarities of
tasks that arise during the training of future specialists in engineering and pedagogical specialties. Digital pre-processing
of images can improve the accuracy and quality of Data Distillation for Human Judgment techniques that are associated
with image processing. Such processing consists in removing noise from images by filtering, increasing global or local
contrast, calculating and visualizing image profiles, highlighting contours. This allows to increase the accuracy of
visualization, segmentation, detection and subsequent analysis of images.

Filtering methods make it possible to reduce the level of noise in images and increase their visual quality, which
significantly improves students' perception of such images in the educational process. In addition, image filtering is an
important stage of many STEM projects [46] for engineering and pedagogical students, as it is widely used in their future
professional activities. Image filtering is performed in the spatial or frequency domain (using forward and inverse Fourier
transforms) [47]. Common filtering methods in the spatial domain include the Gaussian filter and the median filter. The
Gaussian filter leads to blurring of contours, so it is advisable to use it for images with smooth changes in brightness. The
median filter preserves contours better, so it can be applied to remove noise in images with sharp contours. In most cases,
non-oriented filtering of images is used, however, oriented filtering, which is performed along the contours, is particularly
effective for maintaining the clarity of contours [48].

Image contrast enhancement methods, as well as filtering methods, make it possible to improve the visual quality of
images [49]. By increasing the contrast of the images of the studied objects, students' perception of such objects is
simplified, which is important for increasing the efficiency of the educational process. Increasing the contrast of images
is an important stage of many STEM projects for students of vocational education teachers related to the construction of
computer systems for intelligent image processing, in particular, images of railway transport [50] and cars (Fig. 7).

a)

Fig. 7. Initial fRGB color image (a) and gRGB image with non-uniform background removed and local contrast increased (b) [51]

The initial color image is read (from a file or from a video camera) as a matrix fres(i, k, ¢), where i =0, ..., M-1; k =
0,..,N-1; ¢ =0,.., Qc-1; M is the quantity of pixels by height; N is the quantity of pixels in width; Qc = 3 is the quantity
of color channels. Local image contrast enhancement, which is performed in windows w (size My, <N, pixels; in most
cases My, = Ny), is particularly effective. This allows to increase the contrast for low-contrast areas even if there are high-
contrast areas in the image. When reducing the size of the w window, the contrast of the resulting gres image increases,
but at the same time artifacts (defects) may appear in the image. By changing the size of the window w, the contrast of
the resulting gree image is adjusted: when the size of the window w is reduced, the contrast increases.

Image profile analysis is useful for accurate evaluation of filtering results and image contrast enhancement [52].
Analysis of image profiles before and after processing makes it easier for students to understand the principles of the
applied processing method. For example, noisy image profiles have a significant random (high-frequency) component,
and after filtering, the image profiles are more smoothed.

Due to the selection of contours [53] the borders of the studied objects are emphasized on the images, which
simplifies their visual perception and diagnosis for students. Extraction of contours of images in most cases is performed
by the methods of Sobel, Prewitt and Canny. The Canny method provides the highest accuracy of contour selection, but
this method has a relatively low speed (compared to the Sobel, Prewitt methods).

Thus, specialized methods of digital image pre-processing increase the efficiency of data visualization methods,
simplify the perception and analysis of the studied images. In this way, image processing achieves the main tasks of
methods of Distillation of data for human judgment.
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4.3 Image Segmentation

Specialized image segmentation methods (methods 4.3 in Fig. 3) are a component of intelligent image analysis
methods [54]. Such methods take into account the peculiarities of the tasks that arise before specialists of engineering and
pedagogical specialties in the educational process and in practical activities. In the educational process, segmentation
allows you to effectively focus students' attention on the studied objects (segments) by purposefully increasing their
contrast and reducing the contrast of the background, which corresponds to the tasks of methods of Distillation of data
for human judgment. Practical application of image segmentation methods allows automating a humber of tasks in
industry, medicine, science, transport, and other fields [55].

Image segmentation allows to highlight meaningful areas (for example, people's faces, car parts, electronic device
components) in images that have similar brightness, color, or texture. Common image segmentation methods include the
method of building up homogeneous regions, watersheds, and contour lines [8, 50]. In the method of growing
homogeneous areas, the initial pixels of the segments are first selected, to which new pixels with close values of brightness
and/or color are joined. The principle of the watershed method consists in highlighting contours on the image, on the basis
of which segments are determined. Therefore, the watershed method is effective in segmenting images with clear contours,
for example, symbol images. Segmentation is performed for both grayscale and color images. The segmentation process
is the simplest for binarized images, so in some cases before segmentation images are binarized with a certain threshold
(calculated, for example, by the Otsu's method). On the binarized images, their contours are determined, on the basis of
which the images are divided into segments by the method of contour lines.

Modern segmentation methods include the method of Semantic Image Segmentation using a convolutional neural
network (CNN) [56]. The initial images are fed to the CNN, and the segmented images are obtained at the outputs. CNN
training is performed on the images of the training sample (train dataset), and the images of the control sample (validation
dataset) are used to prevent overtraining. In the educational process, segmentation can be applied before image
visualization, which allows to automatically divide the image into meaningful areas (regions of interest (ROI)) [57] and
focus students' attention on such areas (Fig. 8, Fig. 9). After segmentation, the resulting segments are selected according
to height, width, orientation, area, color and brightness, which allows to select only the investigated objects, for example,
components of electrical circuits (resistors, capacitors, etc.) in the image (Fig. 8).
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Fig. 8. The initial image of the electronic device (a) and the image after segmentation using the method of contour lines and selection of the resulting
segments by size and color (b)

Rectangle, image=Ketsicart_Single_Power_2.png, QsA=5
0

DIY-5532-U2 -

Rectangle, image=Ketsicart_Single_Power_2.png, QsA=5
0

@ orv-ssa2-w2

Fig. 9. Visualization of the device components (resistors #0-4 of the specified rating), selected by segmentation (Fig. 8b); focusing students' attention
on the studied objects is achieved by highlighting them with frames, reducing the contrast and/or saturation of other objects
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In the process of visualization, the obtained segments are highlighted with frames and marks (infographic method)
(Fig. 9), which allows students to focus their attention on the studied objects. Reducing the contrast of the image outside
the selected areas of the segments makes it possible to visually highlight the objects under study.

Image segmentation simplifies their further computer processing by automatic analysis of segment parameters
(rotation angles, sizes, areas, perimeter length, etc.). Image segments often correspond to objects of interest in the image,
such as symbols or electronic components. Therefore, image segmentation simplifies the following stages of its
intelligence analysis: recognition and detection of objects.

4.4 Object Detection in Images

Specialized methods of object detection in images (methods 4.4 in Fig. 3) are used to determine the spatial position
of the studied objects in the images (the position of the object in the image is often indicated by a rectangular frame) [8,
58]. Such detection is used, for example, to determine the spatial position of participants in the educational process
(determining the number of students, their location near computers or near laboratory equipment, etc.). Image recognition
is used as a detection stage, i.e. the presence or absence of an object of a certain class in the investigated area of the image
or video is established by recognition methods. Object detection is used in many areas of computer vision, for example,
in image retrieval systems and video surveillance. In the case of processing a series of images or videos, it is possible to
determine the trajectories of the movement of objects (Object Tracking), for example, students during practical tasks.
Obiject detection in images is performed with or without the use of ANN. Input signals of such methods are initial images,
and output signals are coordinates of rectangles with localized objects. A common method for object detection in images
that does not use ANN is the Viola-Jones method.

Neural network methods use convolutional neural networks (CNN), such as R-CNN and YOLO (You Only Look
Once) [59]. R-CNN networks (Region Based Convolutional Neural Networks) are designed to detect and localize objects
in certain areas (regions) of images. Such networks belong to two-level networks: at the first level, the areas of the image
with the likely location of the object are determined, and at the second level, the presence of the object is checked
(recognition is performed, that is, the class of the object is determined). YOLO networks divide the image into a set of
rectangular areas (cells) and identify the areas with the most likely location of the object. A feature of YOLO is its high
speed, which allows it to detect objects on video in real time.

An important advantage of the Viola-Jones method is the use of trained Haar cascades, which allows to avoid a
complex and lengthy training procedure (which is necessary in the case of ANN). The Viola-Jones method is one of the
best in terms of the ratio of detection accuracy/speed of work. The Viola-Jones detector also has a low probability of
falsely detecting objects (e.g., faces). There are specialized Haar cascades designed to detect frontal images of faces and
images of faces in profile, as well as to detect facial features (eyes, mouth). Haar features are calculated for rectangular
regions (windows) that overlap the entire image. The presence or absence of an object in the window is determined by
the difference between the value of the Haar feature and the set threshold. The Viola-Jones method uses a large number
of Haar features, so the features are organized into a cascade classifier. The result of the Viola-Jones method is the position
of the objects on the image, which are described by the following parameters: x and y are the coordinates of the upper
right corner of the rectangle (which bounds the desired object, for example, a face), w is the width, h is the height.

Before object detecting using the Viola-Jones method, the values of the scaleFactor and minNeighbors parameters
are pre-set (otherwise, the parameter values are set by default). The scaleFactor parameter specifies how much the scan
window size is reduced for each image scale (for example, scaleFactor = 1.15). The minNeighbors parameter, which
indicates how many neighbors each rectangle (detected part of the object) should have in order to save it during selection
(the value of minNeighbors varies from 1 to 6).

Consider an example of detecting faces (Fig. 10a) and eyes (Fig. 10b) of students using the Viola-Jones method with
fixed values of the scaleFactor and minNeighbors parameters [58]. As a result, area #4 of the image is mistakenly detected
as a face (Fig. 10a). Eye detection in an image is performed using the appropriate Haar cascade (Fig. 10b).

Fig. 10. Objects detection in the image of students using the Viola-Jones method [60]: a) detection of face, scaleFactor = 1.1, minNeighbors = 3;
b) detection of eye, scaleFactor =1.05, minNeighbors = 2
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The accuracy of object detection using the Viola-Jones method can be increased by choosing the optimal values of
the scaleFactor and minNeighbors parameters (for certain types of images). In addition, in order to increase the accuracy
of detection, it is advisable to apply fuzzy logic and comprehensively take into account the confidence of detecting faces
and their features (eyes, mouth).

4.5 Obiject detection using Fuzzy Logic

Specialized methods of object detection in images using fuzzy logic (methods 4.5 in Fig. 3) are used to determine
the confidence of finding the object under study in a certain spatial position on the image. Such object detection is
performed by integrating fuzzy logic with segmentation methods and with methods for clear object detection in the image
(for example, with the Viola-Jones method).

Image Segmentation and Fuzzy Logic make it possible to automatically detect complex-shaped objects that
correspond to image segments [50]. Since the shape of the segment can only partially coincide with the shape of the object
under study (due to uneven lighting and other experimental conditions), fuzzy membership functions are introduced to
describe the degree to which image segments belong to the object under study. Based on the obtained degree of belonging,
spatial object detection and determination of detection confidence is performed. Such processing is effective, for example,
for analyzing images of vehicles when performing STEM projects. In such cases, fuzzy logic methods reveal segments
belonging to the investigated parts of the vehicle: windows, license plates, car light, etc. (Fig. 11). The detection process
consists of two stages.

At the first (training) stage, the segmentation of the training set of images is performed and the parameters of the
fuzzy membership functions are calculated, which describe the membership of the segments to the object under study.
On each image, the parameters of the segment that corresponds to the studied object (for example, the area of headlights
and license plates) are determined. For each of these segments, the normalized height siw2N is calculated (for an image
height of 1000 pixels, and for other heights the values of siw2N change proportionally), the normalized width of the
segment skw2N (for an image width of 1000 pixels), the normalized coordinates of the center of the segment by height
sic2N by width skc2N. Based on the calculated parameters of segments siw2N, skw2N, sic2N, skc2N (for all images of
the training set), their average height siw2A, average width skw2A, average coordinates of the center of the segment by
height sic2A and width skc2A are determined. That is, the parameters siw2A, skw2A, sic2A, skc2A describe the average
values of the parameters of the segments that correspond to the object under study in the images of the training set. The
value of the average height of siw2A is used as the coordinate of the maximum for the fuzzy triangular function of the
segment phen(siw2N) belonging to the object under study, taking into account its height (Fig. 11a). That is, the more
precisely the normalized height of the segment siw2N corresponds to the average height of siw2A, the greater the value
of the s function (the values of which are in the range from 0 to 1) is obtained. Similarly, the coordinates of the
maximum are determined for the membership function phow(Skw2N) taking into account the width of the segment skw2N,
the membership function phiic(sic2N) taking into account the coordinates of the segment center by height sic2N, the
membership function phic(Skc2N) taking into account the coordinates of the segment center by width skc2N.

At the second (working) stage of detection, the segmentation of the investigated image is performed, the parameters
Siw2N, skw2N, sic2N, skc2N and values of fuzzy functions phin(SIW2N), phiw(SKW2N), phiic(SIC2N), Phuc(Skc2N) are
calculated for all its segments. The values of the resulting membership function ps(ns1) of the segment with number ng;
to the object under study, taking into account all parameters of the segment (height, width, coordinates of the center by
height and width), are determined as the product of the values of the corresponding membership functions. Based on the
maximum of the s membership function, the segment number ng_n, which most completely belongs to headlights and
license plates, is calculated (Fig. 11b). Other objects in the image are detected similarly.
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Fig. 11. Object detection using image segmentation [61] and fuzzy logic: a) fuzzy membership function i n(siw2N), which describes the membership
of the segment with the number ng to left rear car light depending on the normalized height of the segment siw2N; b) the result of detecting left rear car
light for the gRGB image (Fig. 7b)
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Obiject detection in images using the Viola-Jones method and fuzzy logic allows not only to establish the fact of the
presence or absence of the object under study in a certain spatial position (rectangle), but also to determine the confidence
of the object's localization [58]. The Viola-Jones method uses Haar cascades designed to detect the face and its features
(eyes, mouth), so the complex use of the results of various Haar cascades allows to increase the accuracy of object
detection. For example, if a face, eyes and mouth are detected with high confidence in a certain area of the image, then a
face without a mask is also detected in such an area with high confidence. If the face and eyes are detected with high
confidence in the area of the image, and the mouth is detected with low confidence, then a mask on the face is detected
in such an area with high confidence.

The confidence of object detection by the Viola-Jones method is defined as the maximum value of the minNeighbors
parameter (the number of neighboring rectangles for the detected area) at which a face is still detected. Therefore, the
face detection confidence Dx is in the range from 1 to 6 (the higher the Dy, the more confident the face is detected; Ds = 1
means that the face is detected with minimal confidence). Similarly, the eye detection confidence value D, is calculated,
which is in the range from 0 to 5 (D = 0 means that the eye is not detected in a certain area). The confidence value of
mouth detection D; is in the range from 0 to 5.

Face detection based on face and eye regions is performed by a fuzzy system whose input parameters are the face
detection confidence Dr and eye detection confidence De (for a certain image region), and the output parameter is the eye
detection face confidence Dy (which ranges from 1 to 6). Mamdani fuzzy knowledge base #1 [58] has been developed for
face detection, which contains 36 rules, for example:

Rule #1; If DfL= Low and DeL = Low, then DfrL = Low.

Rule #6; If DfL= Below Average and DeL = Below Average, then DfrL = Below Average.
Rule #14; If DfL= Above Average and DeL = Below Average, then DfrL = Average.

Rule #20; If DfL= Average and DeL = Average, then DfrL = Above Average.

Rule #30; If DfL= Below High and DeL = Above Average, then DfrL = Below High.

Rule #33; If DfL= High and DeL = High, then DfrL = High.

In the rules of the knowledge base, the notation DfL describes the linguistic variable "Confidence of face detection”,
DeL — "Confidence of eye detection”, DfrL — "Confidence of face detection with eyes in mind".

The terms of the linguistic variable Dy "Face detection confidence" are the values "low", "below average", "medium",
"above average", "below high", "high", and the numerical linguistic variable is described by the face detection confidence
Ds. Similar terms describe other linguistic variables. The terms of the linguistic variable Dy "Face detection confidence™
are described by fuzzy sets with triangular membership functions ps1(Ds), ps(Dy)... us(Ds) and the carrier Ds (Fig. 12a).
The terms of other linguistic variables are similarly described by fuzzy sets with triangular membership functions.

Based on the parameters of the detected face and eyes using the Mamdani knowledge base, an eye-aware face
detection (with Dy confidence) is performed by fuzzy logic inference. A face is considered detected if confidence Dy > 0.
Therefore, faces #1-3 are correctly detected in the resulting image (Fig. 12b), and section #4 (for which D¢ = 0) is rejected

(Fig. 10a).
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Fig. 12. Detection of faces in the image using the Viola-Jones method and fuzzy logic: a) fuzzy membership functions of the linguistic variable DfL
"Confidence of face detection": ufl (red graph) is the confidence of face detection is low; uf2 is lower than average, uf3 is average; uf4 is above average;
uf5 is lower than high; uf6 is high; b) detection of faces taking into account the eyes

Face mask detection based on the detected face and mouth regions (obtained by the Viola-Jones method) is
performed by a fuzzy system (based on Mamdani fuzzy knowledge base #2), whose input parameters are the face
recognition confidence Dy and the mouth detection confidence Ds, and the output parameter is confidence of Dy mask
recognition [58]. The developed system for detecting faces and masks on faces can be practically used not only for
accounting and determining the state of participants in the educational process, but also in STEM education [62, 63] when
studying the principles of image detection.
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5. Conclusion

A complex of methods of Educational Data Mining (EDM) has been developed, which take into account the
peculiarities of the training of vocational education teachers. The complex of methods was developed by adding
specialized methods to the basic methods of EDM. Prediction, Clustering, Relationship Mining, Distillation of Data for
Human Judgment, Discovery with Models are used as basic methods of EDM.

Such prediction methods as Classification, Regression, Density Estimation are considered. Based on the analysis of
modern EDM systems, a conclusion was made about the prospects of prediction of educational data using Artificial Neural
Networks, in particular long-short-term memory (LSTM) and convolutional neural networks (CNN).

The main methods of clustering educational data are described, in particular, the K-means method, DBSCAN
(Density-Based Spatial Clustering of Applications with Noise) and hierarchical clustering. To expand the possibilities of
processing educational data, clustering methods are supplemented with the method of data segmentation, the feature of
which is the preliminary establishment of the number and characteristics of segments. The integration of fuzzy logic with
data clustering methods was performed. The methods of Relationship Mining, namely, Association Rule Mining,
Correlation Mining, Sequential Pattern Mining, Causal Data Mining, were considered.

The existing methods of Distillation of Data for Human Judgment, namely methods of Data Visualization (Visual
Mining), in particular, methods of infographics, image processing and pivot tables, are analyzed. Distillation of data for
human judgment are complemented by specialized methods of digital image pre-processing and artificial intelligence
methods: image segmentation, object detection in images. Such methods of digital images pre-processing as filtering,
contrast enhancement, contour selection were used. Methods of object detection in images using convolutional neural
networks and the Viola-Jones method are considered. Integration of fuzzy logic with methods of image segmentation and
object detection in images was performed.

Methods of Discovery with Models are described, which include the areas of Simulation of Educational Processes
and Optimization of Learning Strategies. Simulation of Educational Processes is performed by developing computer
models of the system that simulate the interaction between students and the educational environment. Optimizing of
Learning Strategies consists in using models to assess potential effectiveness and optimize learning approaches.

The novelty of the work is the integration of fuzzy logic with methods of data clustering, image segmentation and
object detection in images. The novelty of the work also includes the integration of methods of Distillation of Data for
Human Judgment with methods of digital image pre-processing and methods of artificial intelligence.

Thus, the main results of the work are the development of EDM methods, which are focused on the training of
vocational education teachers. Such methods take into account the need to use digital image processing methods and
artificial intelligence in the educational process. The integration of fuzzy logic with the methods of data clustering, image
segmentation, and image object detection has made it possible to effectively process educational data even with a certain
degree of uncertainty. The developed methods are practically applied in the educational process, in particular, for
performing STEM projects.
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