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THE IMPACT OF ARTIFICIAL INTELLIGENCE ON THE DEVELOPMENT
OF PREDICTIVE COMPETENCE IN MODERN SPECIALISTS

AKTyanbHIiCTb AOCNIAKEHHA 3yMOB/IEHA CTPIMKMM PO3BUTKOM LUTYYHOTO iHTenekTy (LUI), 3okpema Be-
JNIMKMX MOBHUX MOAENel i reHepaTUBHUX TEXHONOTIN, AKi AOKOPIHHO TpaHchopMyoTb NpodeciliHy Aianb-
HiCTb CyyacHoi NtoanHW. Lii 3miHK icTOTHO BNAMBAOTL Ha GOPMYBaHHA MPOrHOCTUYHOT KOMMETEHLLT — K/to-
YOBOI 34aTHOCTI A0 06rPyHTOBaAHOro nepeAbayeHHnA Ta yXBaieHHA pilleHb B yMOBaX HeBM3HavyeHocTi. Em-
NiPUYHI AaHi CBiAYATb MPO BMCOKY NPOrHOCTUYHY TOYHICTb LI, AKa B OKpemumx BMNagKax NepesBuLLyE Ntoa-
CbKY, @ TaKOX MPO 3HaYHe 3POCTaHHA NPOAYKTUBHOCTI $axiBLiB 32 MOro BUKOPUCTaHHI. BoagHouac cnocte-
piratoTb pisHi natepHu aganTtayii go WI, wo aktyanisye HeobXigHiCTb NepeocmMucaeHHa Poni NoACbKOro
CYA)KEHHS, a TaKOX MOPOANKYE PU3NKK: 3aneKHOCTI Bia LI, ynepeaskeHOCTi anroputmis, obmexkeHHA f0-
cTyny g0 TexHonorin. Lii BUKAnku notpebytoTb TpaHchopmaLii OCBITHIX MigXOAiB 3 aKLLEHTOM Ha PO3BUTOK
KPUTUYHOTO MUCNEHHA Ta GOPMYBaHHA HAaBUYOK ePEeKTUBHOI B3aEMOAIT 3 iHTENEKTyaZlbHUMU CUCTEMAMMU.
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MeTot [0CNiAKEHHA € KOMMNEKCHUI aHani3 i TeopeTuyHe O6rpyHTYBaHHA BMIMBY cyvacHux LUI-
TEXHO/IOriN, 30KpeMa BeNMKUX MOBHUX MoAenel i reHepatusHoro LUI, Ha dopmyBaHHA, PO3BUTOK i TpaHC-
dopmaLito NPOrHOCTUYHOT KOMNeTeHL,i cydacHoro daxisus.

Pe3ynbTaT gocnigrKeHHA cBiaYaTh, WO BUKOpUCTaHHA LI 3HauyHO mipoto niasuilye epeKkTUBHICTb
npoueciB NporHo3yBaHHA. BogHouac BigbyBaeTbecs rnnboka TpaHcpopmaLia camol MPOrHoCTUYHOT Komne-
TEeHU,i: Bif4 CAMOCTIMHOrO CTBOPEHHSA NMPOrHO3iB — A0 YNPaBAiHHA ri6pUAHUMM NHOLMHO-MALLUMHHUMM CUCTE-
Mmamu. Lle Bumarae Big dpaxiBLa HOBUX HABUYOK: KPUTUYHOI OLLiHKM Pe3yabTaTiB, OTPMMAHMX 32 OMOMOToH
LUI, ixHbOi Banigawyii, onaHyBaHHA MNPOMMT-iHXUHIPUHTY M iHTErpauii MalWMHHOIo aHani3y B NPOLEec yxea-
NIEeHHA pileHb. HalcyTTeBILWi 3MiHK cnoCTepiraloTbCA Y KOTHITUBHOMY, PEFYAIATUBHOMY Ta KOMYHiIKaTUBHO-
MY KOMMOHEHTax KoMMeTeHLii. YcTaHoBAEeHO, Wo Bnaus LI € gianeKTUYHMM, OCKiNIbKM NOEAHYE po3Lwmpe-
Hi @aHaNiTUYHI MOXIMBOCTI 3 PU3MKAMKM NMOMUIKOBUX y3arasbHeHb («raftoLmHaLLiin»), KOrHITUBHOT iHepui,
ynepeaKeHOoCTi Ta 3p0CTaHHA UMdpPoBOi HepiBHOCTI. Mpu LboMy NpodeciitHa posb $axiBLA eBONOLIOHYE —
B, BUKOHaBLA A0 MoAepaTopa, BanifgaTopa Ta eTMYHOro peryaatopa NporHO3HMX NpoLLecis.

LocniareHHs obrpyHTOBYE HaranbHy noTpeby aganTtauii ocBiTHiX nporpam ans dopmysaHHs LUI-
rPAaMOTHOCTI, HAaBMYOK KPUTUYHOrO MUCAEHHA Ta €TUYHOT B3aEMOAII 3 iHTENEKTYa/lbHUMMN CUCTEMAaMM 3a-
AnA ycniwHoi npodeciiHoi AiaNbHOCTI B HOBUX YMOBaXx.

Knrouoei cnoea: npozHocmuyHa KomrnemeHuyis, wmydyHul iHmenekm (LUI), eenauxi moeHi mode-
i (LLM), eeHepamusHuli LI, npogeciliHuli po38umokK, euwa oceima, KoeHimueHi npouyecu, 830emodis
M00uHa-LUI / ntoduHO-MawuHHA 830EM00is, MPAHCHOPMAUIa HABUYOK, KPUMUYHE MUC/AEHHSA

large language models (LLM) and generative Al, is fundamentally changing the nature

of professional activity in various industries. Of particular note is the impact of these
technologies on the development of predictive competence of specialists — the ability to make
accurate predictions and take informed decisions in a professional context. The relevance of
research on this topic is due to a number of interrelated factors.

Existing empirical studies show that modern Al systems demonstrate impressive accuracy
in solving predictive tasks, sometimes outperforming human experts. For example, in the behav-
ioural sciences, GPT-4 achieves a prediction correlation of 0.89 compared to 0.87 for human ex-
perts [Lippert et al., 2024]. In neuroscience, prediction accuracy rates increased from 63.4% for
experts to 81.4% with Al support [Luo et al., 2024]. These data indicate the significant potential
of Al as a tool for expanding the predictive capabilities of specialists.

Analysis of the latest research and publications. Studies show significant improvements
in the productivity and quality of work of specialists when using Al systems. Empirical studies
show an increase in efficiency from 14% to 40% depending on the field of activity and the con-
text of application [Brynjolfsson, Li, Raymond, 2023; Dell’Acqua et al., 2023; Noy, Zhang, 2023].
Importantly, these improvements relate not only to quantitative but also to qualitative aspects
of work, including the ability to predict and make decisions.

There are various patterns of adaptation and integration of Al into professional activities,
which directly affects the development of predictive competence. [Dell’Acqua et al., 2023] iden-
tified two main approaches to human-Al collaboration: “Centaur” (the selective use of Al for spe-
cific tasks with control of the overall process) and “Cyborg” (a more integrated model with con-
stant interaction with Al throughout the workflow). These interaction models can have different
effects on the development of predictive skills of specialists.

The emergence of Al is changing the very nature of professional roles and the competencies
required. Professionals are increasingly focusing on tasks that require human judgment, creativ-
ity, and complex thinking, delegating routine tasks to Al systems. This requires the development
of new competencies, such as the ability to effectively interact with Al, critically evaluate its rec-
ommendations, and integrate them into professional activities.

The use of Al systems in a professional context is associated with certain risks and challeng-
es that need to be considered. These include the risks of over-reliance on Al, the potential atro-
phy of certain professional skills, issues of privacy and data security, bias, and fairness [Walkow-
iak, MacDonald, 2023]. Developing strategies to minimize these risks is critical for the effective
use of Al to develop predictive competence.

The issue of inequality in access to and use of Al in professional contexts deserves special
attention. Research shows that less experienced workers often benefit more from the integra-

Problem statement. The rapid development of artificial intelligence (Al), in particular
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tion of Al than their more senior colleagues, which can change the dynamics of professional de-
velopment and career growth [Brynjolfsson, Li, Raymond, 2023; Dell’Acqua et al., 2023].

The development of predictive competence using Al is industry-specific. For example, in
medicine, LLMs show significant potential for improving predictive diagnostic accuracy [McCoy
et al., 2024; Varghese, Chapiro, 2024], while in accounting and auditing the emphasis is on data
analysis, interpretation of results and risk management [Anica-Popa, Vrincianu, Anica-Popa, Cis-
masu, Tudor, 2024].

The relevance of the topic is reinforced by the need to rethink educational programs
and approaches to professional development. As [Hersh, 2025] notes, generative Al has had
a significant impact on biomedical and medical education, but there are challenges in using
Al in education that need to be addressed. This includes the development of new pedagog-
ical approaches focused on developing critical thinking and effective interaction with Al [Jo-
seph, 2023].

Given the factors described, research into the impact of artificial intelligence on the devel-
opment of predictive competence of modern professionals is not only relevant, but also an ur-
gent task. It has the potential to form well-founded recommendations for integrating Al into pro-
fessional activities and education, maximizing positive effects and minimizing potential risks, as
well as developing strategies for adapting to new technological realities.

The purpose of the study is to comprehensively analyse and theoretically substantiate the
impact of modern artificial intelligence technologies (in particular, large language models and
generative Al) on the formation, development and transformation of predictive competence in
modern specialists.

In accordance with the purpose, the following research tasks have been identified:

1. Conceptualizing predictive competence in the Al era and analyse the transformation of
its key structural components (cognitive, regulatory, and communicative) under the influence of
modern intelligent technologies.

2. Investigating the mechanisms of influence of Al tools on cognitive forecasting process-
es (data analysis, pattern detection, modelling, and probability estimation), identifying both the
benefits and potential risks and challenges of their integration.

3. Justifying the need to adapt educational programs and professional development strate-
gies to develop the specialists’ competencies necessary for effective and responsible interaction
with Al in predictive activities.

Methods of scientific research employed are as follows: theoretical analysis and synthe-
sis — used to study scientific literature, identify key concepts (predictive competence, Al), an-
alyse existing theories and approaches, identify trends and contradictions, and integrate het-
erogeneous data into a holistic picture of the impact of Al; generalization — used to formulate
conclusions based on the analysis of numerous sources and empirical data from various stud-
ies, highlighting general patterns of the impact of Al; conceptual analysis — used to clarify the
essence, structure, and content of the concept of “predictive competence” in the context of
digital transformation and the impact of Al; comparative analysis — used to compare the pre-
dictive capabilities of Al and a human expert (based on data from other studies), as well as to
analyse various models of human-Al interaction; analysis of scientific literature — systematic
selection, study, and critical evaluation of relevant scientific publications, reports, and stud-
ies to form the theoretical basis of the work and substantiate the relevance, conclusions, and
recommendations.

Presentation of basic material. Let us consider the problem of conceptualizing the con-
cept of predictive competence in the context of the digital transformation of professional ac-
tivity and determining its structural components that are most affected by artificial intelli-
gence technologies.

Digital transformation, which covers all areas of modern professional activity, is character-
ized not only by the introduction of new technologies, but also by a fundamental change in the
nature of work, requirements for specialists and the operating environment itself. The growth
of data volumes, the acceleration of processes, the increase in the level of uncertainty and inter-
connectedness form a context in which the ability to effectively predict becomes not just a de-
sirable, but a critically necessary quality of a professional. In these conditions, predictive compe-
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tence is transformed from a static characteristic into a dynamic, integral property of the individ-
ual, which determines their ability not only to predict future states and results, but also to pro-
actively adapt, make informed decisions and act effectively in conditions of permanent change
and information saturation.

Rethinking the essence of predictive competence requires going beyond its tradition-
al understanding as a simple ability to predict. In the context of digital transformation, it
is a complex, systemic formation of a specialist’s personality, which provides not only an-
ticipation of the likely development of events, but also the ability to optimally design their
own activities to achieve professional goals and minimize risks [ByHac, 2014]. This implies
the ability to operate with large data sets, identify complex, often nonlinear dependencies,
model multiple scenarios and choose the most adaptive behavioural strategies. The signif-
icance of this competence is enhanced by the fact that Al systems, especially generative
models and large language models (LLM), demonstrate impressive, sometimes superhuman,
accuracy in solving specific predictive tasks in various domains, from behavioural sciences to
neuroscience [Lippert et al., 2024; Luo et al., 2024]. Therefore, predictive competence of a
modern specialist is inextricably linked to the ability to effectively and critically interact with
these technologies, integrating their capabilities into their own cognitive and activity pro-
cess to make informed decisions [Anica-Popa, Vrincianu, Anica-Popa, Cismasu, Tudor, 2024].
This ability is still based on the anticipation mechanism, but its implementation in the digi-
tal environment is significantly modified under the influence of available tools and informa-
tion flows [ByHac, 2014].

Analysing the structure of predictive competence, which traditionally includes cognitive,
regulatory, communicative, and personal components, it is necessary to identify those of them
that undergo the most profound transformation under the influence of Al.

Undoubtedly, the cognitive component is under the most intense influence. Al technol-
ogies, in particular machine and deep learning, provide unprecedented opportunities for pro-
cessing big data (Big Data), identification of complex patterns and construction of highly accu-
rate predictive models, which significantly expands the analytical capabilities of a specialist [Lip-
pert et al., 2024; Luo et al., 2024]. Al is a powerful tool for generating hypotheses and model-
ling scenarios. However, along with the expansion of capabilities, new challenges arise. There is
a critical need for the ability of a specialist to assess the quality, reliability and potential bias of
the data used to train Al, as well as to critically interpret the results generated by algorithms [Jo-
seph, 2023; Buginca et al., 2023]. There is a risk of over-reliance on Al and potential atrophy of
one’s own analytical skills. There is a shift in emphasis from self-generation of predictions to val-
idation, interpretation and contextualization of the ones made by Al. Therefore, the impact of Al
on the cognitive component is dialectical: it expands the capabilities of analysis and modelling,
but at the same time places increased demands on the critical thinking and metacognitive skills
of the specialist.

The regulatory component responsible for goal setting, planning, decision-making and
adaptation is also undergoing significant changes. Al can provide a more accurate and com-
prehensive information basis for strategic and operational decisions, help in assessing the
risks of various scenarios and automate the monitoring of key indicators. This potential-
ly improves the quality and validity of management decisions. However, the decision-mak-
ing process is increasingly taking on the character of a hybrid “human-machine” interaction
[Dell’Acqua et al., 2023), which raises new questions about the distribution of responsibil-
ity, the autonomy of the professional and the need to develop new ethical and procedural
frameworks. The ability to adapt now includes not only responding to external changes, but
also flexibility in using Al recommendations and constantly adapting to the evolution of in-
telligent systems themselves.

The communicative component is transformed by the emergence of a new subject of inter-
action — artificial intelligence. The effectiveness of predictive activities increasingly depends on
the ability of a specialist to clearly formulate requests to Al systems (prompt engineering), un-
derstand the logic (or its features) of their functioning and interpret the results in a joint work-
flow [Korzynski, Mazurek, Krzypkowska, Kurasinski, 2023]. There is a need to develop communi-
cation skills with Al. This in turn implies the ability to explain to colleagues, clients or other stake-
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holders the decisions made with the participation of Al, including the justification for the choice
of the model, its limitations, the level of confidence and potential risks of bias [Buginca et al.,
2023].

Although the personal (value-motivational) component is rather indirectly influenced, its
role does not diminish. The integration of Al requires a high level of ethical awareness from the
specialist to navigate the complex issues of fairness, transparency, confidentiality and potential
discrimination that may be embedded in algorithms [Walkowiak, MacDonald, 2023]. The need
for lifelong learning and openness to new ways of working become key factors for successful ad-
aptation. The ability to maintain motivation and professional identity in the face of potential au-
tomation of some predictive functions is also an important aspect.

Thus, the conceptualization of predictive competence in the era of digital transformation
requires its recognition as a dynamic, multi-level property, inextricably linked to the ability to
effectively use technological tools. Although all structural components are interconnected, it
is the cognitive, regulatory and communicative components that are most directly and deep-
ly affected by artificial intelligence technologies, which necessitates a review of approaches
to their formation and development in modern specialists. The future of predictive compe-
tence is seen in the synergy of human intelligence and Al capabilities, where the key role will
be played by the ability of a person to think critically, manage the process and take responsi-
bility for the final results.

Let us consider the mechanisms of influence of artificial intelligence tools on cognitive fore-
casting processes. The penetration of artificial intelligence (Al) technologies into various spheres
of professional activity initiates a fundamental restructuring of cognitive processes that ensure
the forecasting competence of specialists. The impact of Al goes beyond the simple automation
of routine operations, touching the very mechanisms of human thinking responsible for analys-
ing information, identifying patterns, constructing future scenarios and assessing their probabil-
ity. A detailed consideration of these mechanisms, based on the analysis of current scientific re-
search, allows us to outline the contours of the transformation of predicting activities and iden-
tify both opportunities for its qualitative improvement and potential cognitive traps and chal-
lenges.

The transformation of data analysis under the influence of Al is perhaps the most obvi-
ous and profound. Human cognitive capabilities, despite their flexibility, have inherent lim-
itations on the volume and complexity of information that can be effectively processed si-
multaneously. Al, in particular machine learning and deep learning algorithms, overcome
these limitations, providing the ability to analyse petabytes of structured and, most impor-
tantly, unstructured data (text, images, audio files) with unprecedented speed and depth
[Luo et al., 2024; Hersh, 2025]. The mechanism of this influence lies in the ability of algo-
rithms to apply complex mathematical and statistical methods for feature extraction, detec-
tion of multidimensional correlations, clustering and classification of data that may not be
obvious to a human observer. For example, in financial forecasting, Al can analyse not only
market quotes, but also news, social media and macroeconomic reports to detect weak sig-
nals preceding changes in market conditions. This leads to a fundamental change in the role
of the specialist: from the direct performer of analytical procedures, they turn into the ar-
chitect of the analytical process — the one who formulates the problem, identifies relevant
data sources, selects and configures appropriate Al tools, and most importantly — carries out
critical validation and contextual interpretation of the obtained results. However, this trans-
formation is not without challenges. The “black box” problem inherent in many modern Al
models makes it difficult to understand the logic behind the conclusions, which undermines
trust and complicates verification, especially in high-risk areas. There is also the risk of ex-
cessive cognitive overload (cognitive offloading), when delegating analytical functions to Al
can lead to a decrease in the specialist’s own analytical skills, if this is not compensated by
the development of higher-order skills — critical thinking and Al management. Moreover, Al,
especially LLM, does not always demonstrate sufficient factual accuracy [Cobb, 2023], which
requires constant verification.

Pattern and regularity detection, as a basis for making predictions, is another cognitive
function that is undergoing significant modification. Al systems, especially those using neu-
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ral networks, demonstrate an extraordinary ability to identify complex, nonlinear, tempo-
ral, and spatial patterns in data, often surpassing human capabilities in this area [Lippert et
al., 2024; Nolfi, 2024]. They can reveal subtle correlations that remain unnoticed due to hu-
man cognitive biases (e.g., confirmation bias, availability heuristic) or due to limitations in
working memory. The mechanism of this effect lies in the ability of algorithms to learn from
large sets of examples and automatically highlight statistically significant features and rela-
tionships. This allows generating new hypotheses about predictive factors in the phenome-
na under study [Luo et al., 2024]. However, a key limitation remains that Al mainly detects
correlations, not causal relationships. Establishing causal relationships, which is critical for
reliable prediction and understanding of the system, still requires deep expert knowledge,
theoretical justification, and often specially designed experiments or causal analysis meth-
ods that are not always implemented in standard Al tools. The role of the expert is to filter
and interpret the detected Al patterns, integrate them with existing knowledge, check their
robustness and practical relevance, and be aware of possible biases that can be “learned” by
Al from training data and lead to erroneous or discriminatory predictions [Walkowiak, Mac-
Donald, 2023].

Scenario modelling and prediction of future developments also gain new features
thanks to the generative capabilities of Al, in particular LLM. These systems can quickly gen-
erate multiple, verbally described scenarios of the development of the situation based on
given conditions, historical analogies and detected trends [Han, 2023]. This can be a useful
tool for brainstorming, expanding the spectrum of possible futures and overcoming “tun-
nel vision”. The generation mechanism is based on complex probabilistic models of lan-
guage, which allows the creation of coherent and plausible narratives. However, this plau-
sibility does not always guarantee the realism or validity of the scenarios. Al, learning from
past data, may demonstrate limited ability to predict unprecedented events (“black swans”)
or to take into account fundamental changes in the system not reflected in the data. Gen-
erative models are also prone to “hallucinations” — the generation of factually incorrect, al-
though plausible, information [Mahowald et al., 2024]. Therefore, the effectiveness of sce-
nario modelling using Al depends largely on human control and expertise. The specialist
must identify key assumptions, provide contextual information, formulate precise queries
(prompts) that guide the generation [Korzynski, Mazurek, Krzypkowska, Kurasinski, 2023],
and critically evaluate the generated scenarios for logical consistency, compliance with
known facts and theoretical patterns, as well as their practical relevance. The process often
takes on an iterative nature of interaction, where the human and Al jointly construct and re-
fine a vision of the future [Dell’Acqua et al., 2023].

Estimating probabilities and uncertainties is the final step in many forecasting tasks. Al
models built on statistical principles can provide quantitative estimates of the probabilities of
certain events or scenarios, often with corresponding confidence intervals [Lippert et al., 2024;
Luo et al., 2024]. This potentially allows us to move from qualitative judgments (“probable”, “un-
likely”) to more accurate and objective assessments, which is important for decision-making un-
der risk. Al mechanisms here include the use of various regression models, Bayesian networks,
classification methods that allow us to calculate the probabilities of belonging to a certain class
or achieving a certain value. However, it is important to understand that these probabilities are
a product of the model, and not a direct measure of objective reality. Their accuracy depends on
the quality of the data, the adequacy of the model’s assumptions, and its ability to calibrate (the
correspondence of the predicted probabilities to real frequencies). A specialist plays a key role in
interpreting these probabilistic estimates. This includes understanding the sources of uncertain-
ty (aleatory, related to the randomness of the phenomenon, and epistemic, related to the limi-
tations of knowledge and the model), critically assessing the reliability of the figures provided by
the Al, and integrating them with their own expert judgment, intuition, and qualitative informa-
tion that may not have been taken into account by the model. Effective communication of pre-
dictive uncertainty and probabilities obtained with the help of Al becomes a separate important
task [Collecchia, 2020].

The impact of Al tools on cognitive forecasting processes is multifaceted and dialectical. Al
acts as a powerful cognitive amplifier that expands the analytical, pattern-recognition and mod-
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elling capabilities of a person. However, it does not eliminate the need for human thinking, but
on the contrary, it places increased demands on higher-order skills: critical analysis, systemic vi-
sion, contextual interpretation, ethical reflection and the ability to strategically manage complex
human-machine systems. The successful future of forecasting activities is seen not in complete
automation, but in the development of synergistic interaction, where the advantages of artifi-
cial intelligence are combined with unique human qualities — deep understanding, intuition, val-
ue orientations and responsibility.

The conducted research allows us to draw a number of solid conclusions regarding the
impact of the rapid development of artificial intelligence (Al) technologies, in particular large
language models and generative Al, on the formation, development and transformation of
predictive competence in modern specialists. The relevance of this problem is confirmed not
only by technological changes, but also by their profound impact on the nature of professional
activity, competency requirements and educational paradigms.

It has been established that modern Al systems demonstrate significant potential for
improving the efficiency and accuracy of predicting activities. Empirical evidence from various
fields, from behavioural sciences and neuroscience to consulting and customer support, indicates
the ability of Al not only to reach, but sometimes surpass human experts in specific forecasting
tasks. This positive impact is due to the unique capabilities of Al in processing large data sets,
identifying complex, non-obvious patterns and regularities, modelling multiple scenarios and
quantifying probabilities, which significantly expands human cognitive capabilities.

It is determined that the impact of Al on predictive competence is not a simple
enhancement of existing skills, but it rather leads to its fundamental transformation. The
essence of predictive competence in the Al era is shifting from the ability to independently
generate an accurate prediction to the ability to effectively manage complex human-machine
systems, critically evaluate the results of Al work and integrate them into the decision-making
process. This requires a rethinking of the structure of the competence itself. The cognitive
component is enriched with analysis tools, but at the same time requires the development of
metacognitive skills, critical thinking and the ability to validate Al conclusions. The regulatory
component is transformed due to the emergence of hybrid decision-making models and
new challenges regarding responsibility and adaptability. The communicative component is
expanded due to the need to interact with Al (prompt engineering) and communicate the
results obtained with its participation.

It is important to recognize the dialectical nature of the impact of Al, which carries not
only significant benefits but also significant risks and challenges. These include the dangers of
over-reliance on technology and the potential atrophy of one’s own predictive skills; the “black
box” problem that makes trust and verification difficult; risks associated with algorithmic bias
that can lead to unfair or discriminatory predictions; privacy and data security issues; and
the potential lack of factual accuracy or the tendency for some Al models to generate false
information (“hallucinations”) [Walkowiak, MacDonald, 2023; Buginca et al., 2023; Cobb, 2023;
Mahowald et al., 2023]. In addition, uneven access to Al and differences in the benefits of its
use by different categories of professionals (e.g., less and more experienced) may deepen
existing disparities in the labour market [Brynjolfsson, Li, Raymond, 2023; Dell’Acqua et al.,
2023].

The role of the modern specialist in predictive activities is undergoing radical changes. Al
does not so much replace a person as it transforms their functions, freeing up time from routine
tasks to focus on activities that require critical thinking, creativity, ethical judgment, empathy
and deep contextual understanding. The specialist increasingly acts as a moderator, validator,
interpreter and ethical controller of the predictive process, managed with the participation
of Al. Success in the future will depend on the ability to build synergistic interaction, where
unique human qualities are complemented by computing power and analytical capabilities of Al.
Different models of such interaction may be optimal for different tasks and professional contexts
[Dell’Acqua et al., 2023].

The realization of the depth and scope of Al’s impact on predictive competence dictates
an urgent need to review and adapt educational programs and professional development
strategies. It is necessary to form in future and current professionals not only knowledge
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about the possibilities of Al, but also a deep understanding of its limitations, to develop skills
for critical evaluation of Al tools and their results, to form an ethical awareness of the use of
data and algorithms, and to teach methods for effective and safe interaction with intelligent
systems [Hersh, 2025; Joseph, 2023; Anica-Popa, Vrincianu, Anica-Popa, Cismasu, Tudor,
2024]. This implies the integration of Al literacy and digital ethics into curricula at all levels of
education.

Conclusion. The revealed fundamental transformation of the essence and structure
of predictive competence under the influence of Al justifies the urgent need to move from
general declarations about the need to adapt educational systems to the development and
implementation of specific pedagogical strategies and tools. Simple Al literacy is no longer
enough; its goal is the formation of a specialist capable of effective, critical and ethical interaction
with intelligent systems in the process of solving complex predictive tasks. To achieve this goal,
educational programs should be enriched with the following elements:

— Practice-oriented integration of Al tools into professional disciplines. Instead of studying
Alin avacuum, it is necessary to ensure the active use of relevant tools (from LLM for generating
hypotheses and scenarios to specialized analytical platforms) directly when solving educational
tasks within the subject area. For example, marketing students can use Al to analyse large arrays
of consumer feedback and identify trends, but with subsequent mandatory verification and
interpretation of the results based on theoretical knowledge.

—Targeted development of skills for critical evaluation of Al products. Learning tasks should
systematically train students’ ability to assess the quality, reliability, potential bias of data used to
train Al, and critically analyse generated predictions or recommendations. This includes tasks to
compare the results of different Al models, identify logical inconsistencies or “hallucinations” in
LLM responses, and analyse uncertainty and the limits of applicability of a particular algorithmic
prediction.

— Prompt engineering competence for predictive purposes. Specialized training and
workshops should be conducted to develop skills in formulating effective, contextually rich, and
iterative queries to generative Al models to obtain the most relevant and accurate predictive
data or scenarios, as well as understanding the impact of query formulation on the final result.

— Promoting the development of metacognitive skills. It is important to encourage students
to reflect on their own thinking and work strategies when using Al, to be aware of the risks of
excessive cognitive overload, and to develop the ability to consciously control the process of
human-machine interaction.

The implementation of these specific measures will allow us to prepare specialists who
not only know about Al, but also know how to use it as a powerful tool to strengthen their
own predictive competence, while maintaining criticality, responsibility, and the ability for deep
human judgment.

In summary, artificial intelligence is irreversibly changing the landscape of professional
activity, especially in the field of forecasting. Its impact on predictive competence is profound,
multifaceted and controversial. Maximizing positive effects and minimizing risks requires
a proactive, critical and adaptive stance from professionals, educational institutions and
organizations.

Further research should be aimed at in-depth study of the long-term cognitive and social
consequences of Al integration, development of reliable methods for assessing hybrid predictive
performance, creation of effective learning and adaptation strategies, as well as formation of
mechanisms for ensuring the responsible and ethical use of Al to build a future where technology
serves to enhance human potential.

Bibliography
ByHac, A. A. (2014). MporHocTMYHa KOMMETEHTHICTb AK COLLia/IbHO 3HaYyLL,a BIACTUBICTb OCO-
6UCTOCTi NPU NPOABI CXMIBHOCTI L0 PU3MKOBAHOI NMOBELiHKMW. BicHUK O0ecbK020 HAYiOHA/16HO20
yHigepcumemy. lNcuxonoeis, 19, 2(32), 52—61. doi: 10.18524/2304-1609.2014.2%20(32).135082
Anica-Popa, |.-F., Vrincianu, M., Anica-Popa, L.-E., Cismasu, |.-D., Tudor, C.-G. (2024).
Framework for integrating generative Al in developing competencies for accounting and audit
professionals. Electronics, 13 (13), 2621. doi: 10.3390/electronics13132621

174



ISSN 3041-2196 (print) ALFRED NOBEL UNIVERSITY JOURNAL OF PEDAGOGY AND PSYCHOLOGY
ISSN 3041-220X (online) 2025. Ne 1 (29)

Brynjolfsson, E., Li, D., Raymond, L. (2023). Generative Al at work (No. 31161). Cambridge:
National Bureau of Economic Research. doi: 10.3386/w31161

Buginca, Z., Pham, C. M., Jakesch, M., Ribeiro, M. T., Olteanu, A., Amershi, S. (2023). AHA!:
Facilitating Al impact assessment by generating examples of harms. Retrieved from https://doi.
org/10.48550/arXiv.2306.03280

Cobb, P. J. (2023). Large language models and generative Al, Oh My!: Archaeology in the
time of ChatGPT, Midjourney, and Beyond. Advances in Archaeological Practice, 11 (3), 363—369.
doi: 10.1017/aap.2023.20

Collecchia, G. (2020). The communication part risk: One construction social. Recent Pro-
gress in Medicina, 111(5), 290-294. doi: 10.1701/3366.33408

Dell’Acqua, F., McFowland, E., Mollick, E.R., Lifshitz-Assaf, H., Kellogg, K., Rajendran, S., ...
Lakhani, K.R. (2023). Navigating the jagged technological frontier: Field experimental evidence
of the effects of Al on knowledge worker productivity and quality (Harvard Business School Tech-
nology & Operations Mgt. Unit Working Paper No. 24-013; The Wharton School Research Paper).
SSRN. doi: 10.2139/ssrn.4573321

Han, H. (2023). Potential benefits of employing large language models in research in mor-
al education and development. Journal of Moral Education, 1-16. doi: 10.1080/03057240.2023
.2250570

Hersh, W. (2025). Generative Artificial Intelligence: Implications for biomedical and health
professions education. ArXiv. doi: 10.48550/arXiv.2501.10186

Joseph, S. (2023). Large language model-based tools in language teaching this develop criti-
cal thinking and sustainable cognitive structures. Rupkatha Journal on Interdisciplinary Studies in
Humanities, 15 (4). doi: 10.21659/rupkatha.vi5n4.13

Korzynski, P., Mazurek, G., Krzypkowska, P., Kurasinski, A. (2023). Artificial intelligence
prompt engineering as new digital competence: Analysis of generative Al technologies such
as ChatGPT. Entrepreneurial Business and Economics Review, 11 (3), 25-37. doi: 10.15678/
eber.2023.110302

Lippert, S., Dreber, A., Johannesson, M., Tierney, W., Cyrus-Lai, W., Uhlmann, E. L., Pfeiffer,
T. (2024). Can large language models help predict results from a complex behavioral science
study? Royal Society Open Science, 11 (9). doi: 10.1098/rs0s.240682

Luo, X., Rechardt, A., Sun, G., Nejad, K. K., Yafiez, F., Yilmaz, B, ... Love, B. C. (2024). Large
language models surpass human experts in predicting neuroscience results. Nature Human Be-
haviour, 9 (2), 305-315. doi: 10.1038/s41562-024-02046-9

Mahowald, K., lvanova, A. A., Blank, I. A., Kanwisher, N., Tenenbaum, J. B., Fedorenko, E.
(2024). Dissociating language and thought in large language models. Trends in Cognitive Scienc-
es, 28 (6), 517-540. https://doi.org/10.1016/].tics.2024.01.011

McCoy, L. G., Ci Ng, F. Y., Sauer, C. M., Yap Legaspi, K. E., Jain, B., Gallifant, J. ... Celi, L. A.
(2024). Understanding and training for the impact of large language models and artificial intel-
ligence in healthcare practice: A narrative review. BMC Medical Education, 24 (1), Article 1096.
doi: 10.1186/512909-024-06048-z

Nolfi, S. (2024). On the unexpected abilities of large language models. Adaptive Behaviour,
32 (6), 493-502. doi: 10.1177/10597123241256754

Noy, S., Zhang, W. (2023). Experimental evidence on the productivity effects of generative
artificial intelligence. Science, 381 (6654), 187-192. doi: 10.1126/science.adh2586

Varghese, J., Chapiro, J. (2024). ChatGPT: The transformative influence of generative Al on
science and healthcare. Journal of Hepatology, 80 (6), 977-980. doi: 10.1016/j.jhep.2023.07.028

Walkowiak, E., MacDonald, T. (2023). Generative Al and the workforce: What are the risks?
SSRN Electronic Journal. Retrieved from http://dx.doi.org/10.2139/ssrn.4568684

References

Bunas, A. A. Predictive competence as a socially important property of the individual in the
manifestation of the propensity to risky behaviour. Odesa National University Herald. Psychol-
ogy, 2014, vol. 19, no. 2(32), pp. 52-61. doi: 10.18524/2304-1609.2014.2%20(32).135082 (In
Ukrainian).

175



ISSN 3041-2196 (print) ALFRED NOBEL UNIVERSITY JOURNAL OF PEDAGOGY AND PSYCHOLOGY
ISSN 3041-220X (online) 2025. Ne 1 (29)

Anica-Popa, |.-F., Vrincianu, M., Anica-Popa, L.-E., Cismasu, |.-D., Tudor, C.-G. Framework
for integrating generative Al in developing competencies for accounting and audit professionals.
Electronics, 2024, vol. 13, issue 13, AN: 2621. doi: 10.3390/electronics13132621

Brynjolfsson, E., Li, D., Raymond, L. (2023). Generative Al at work (No. 31161). Cambridge,
National Bureau of Economic Research, 67 p. doi: 10.3386/w31161

Buginca, Z., Pham, C. M., Jakesch, M., Ribeiro, M. T., Olteanu, A., Amershi, S. (2023). AHA!:
Facilitating Al impact assessment by generating examples of harms. Available at: https://doi.
org/10.48550/arXiv.2306.03280 (Accessed 10 March).

Cobb, P.J. Large language models and generative Al, Oh My!: Archaeology in the time of
ChatGPT, Midjourney, and Beyond. Advances in Archaeological Practice, 2023vol. 11, special is-
sue 3, pp. 363-369. doi: 10.1017/aap.2023.20

Collecchia, G. The communication part risk: One construction social. Recent Progress in Me-
dicina, 2020, no. 111(5), pp. 290-294. doi: 10.1701/3366.33408

Dell’Acqua, F., et al. (2023). Navigating the jagged technological frontier: Field experimen-
tal evidence of the effects of Al on knowledge worker productivity and quality (Harvard Business
School Technology & Operations Mgt. Unit Working Paper No. 24-013; The Wharton School Re-
search Paper). SSRN. doi: 10.2139/ssrn.4573321

Han, H. Potential benefits of employing large language models in research in moral educa-
tion and development. Journal of Moral Education, 2023, pp. 1-16. doi: 10.1080/03057240.202
3.2250570

Hersh, W. (2025). Generative Artificial Intelligence: Implications for biomedical and health
professions education. ArXiv. doi: 10.48550/arXiv.2501.10186

Joseph, S. Large language model-based tools in language teaching this develop critical
thinking and sustainable cognitive structures. Rupkatha Journal on Interdisciplinary Studies in
Humanities, 2023, vol. 15, no. 4. doi: 10.21659/rupkatha.vi5n4.13

Korzynski, P., Mazurek, G., Krzypkowska, P., Kurasinski, A. Artificial intelligence prompt en-
gineering as new digital competence: Analysis of generative Al technologies such as ChatGPT.
Entrepreneurial Business and Economics Review, 2023, vol. 11, no. 3, pp. 25-37. doi: 10.15678/
eber.2023.110302

Lippert, S., Dreber, A., Johannesson, M., Tierney, W., Cyrus-Lai, W., Uhlmann, E. L., Pfeiffer,
T. Can large language models help predict results from a complex behavioral science study? Roy-
al Society Open Science, 2024, vol. 11, issue 9. doi: 10.1098/rs0s.240682

Luo, X., Rechardt, A., Sun, G., Nejad, K. K., Yafiez, F., Yilmaz, B, ... Love, B.C. Large language
models surpass human experts in predicting neuroscience results. Nature Human Behaviour,
2024, no. 9 (2), pp. 305-315. doi: 10.1038/541562-024-02046-9

Mahowald, K., Ivanova, A. A., Blank, I. A., Kanwisher, N., Tenenbaum, J. B., Fedorenko, E.
Dissociating language and thought in large language models. Trends in Cognitive Sciences, 2024,
vol. 28, issue 6, pp. 517-540. doi: 10.1016/].tics.2024.01.011

McCoy, L. G., et al. Understanding and training for the impact of large language models and
artificial intelligence in healthcare practice: A narrative review. BMC Medical Education, 2024,
vol. 24 (1), AN: 1096. doi: 10.1186/s12909-024-06048-z

Nolfi, S. On the unexpected abilities of large language models. Adaptive Behaviour, 2024,
no. 32 (6), pp. 493-502. doi: 10.1177/10597123241256754

Noy, S., Zhang, W. Experimental evidence on the productivity effects of generative ar-
tificial intelligence. Science, 2023, vol. 381, issue 6654, pp. 187-192. doi: 10.1126/science.
adh2586

Varghese, J., Chapiro, J. ChatGPT: The transformative influence of generative Al on sci-
ence and healthcare. Journal of Hepatology, 2024, no. 80 (6), pp. 977-980. doi: 10.1016/j.
jhep.2023.07.028

Walkowiak, E., MacDonald, T. (2023). Generative Al and the workforce: What are the
risks? SSRN Electronic Journal. Available at: http://dx.doi.org/10.2139/ssrn.4568684 (Accessed
3 March 2025).

176



ISSN 3041-2196 (print) ALFRED NOBEL UNIVERSITY JOURNAL OF PEDAGOGY AND PSYCHOLOGY
ISSN 3041-220X (online) 2025. Ne 1 (29)

THE IMPACT OF ARTIFICIAL INTELLIGENCE ON THE DEVELOPMENT OF PREDICTIVE
COMPETENCE IN MODERN SPECIALISTS

Viacheslav Osadchyi, Doctor of Sciences in Pedagogy, Full Professor, Correspondent Mem-
ber of the Academy of Educational Sciences of Ukraine, Borys Grinchenko Kyiv Metropolitan Uni-
versity, Kyiv, Ukraine; Leading Researcher, Institute for Digitalisation of Education of the Nation-
al Academy of Educational Sciences of Ukraine, Kyiv, Ukraine.

E-mail: v.osadchyi@kubg.edu.ua

https://orcid.org/0000-0001-5659-4774

Maksym Pavlenko, PhD in Pedagogy, Associate Professor, Department of Computer Tech-
nologies and Informatics, Berdyansk State Pedagogical University, Zaporizhzhia, Ukraine.

E-mail: mp_pavlenko@bdpu.org.ua

https://orcid.org/0000-0003-0091-696X

Liliia Pavlenko, PhD in Pedagogy, Associate Professor, Department of Computer Technolo-
gies and Informatics, Berdyansk State Pedagogical University, Zaporizhzhia, Ukraine.

E-mail: Iv_pavlenko@bdpu.org.ua

https://orcid.org/0000-0001-7823-7399

Oleksii Sysoiev, Dr. hab., Doctor of Social Sciences in the discipline of economics and fi-
nance, Department of social sciences — The Mazovian University in Ptock, Plock, Poland.

E-mail: o.sysoiev@mazowiecka.edu.pl

https://orcid.org/0000-0001-5899-0244

Vladyslav Kruglyk, Doctor of Sciences in Pedagogy, Full Professor, Department of Informat-
ics and Cybernetics, Bohdan Khmelnytsky Melitopol State Pedagogical University, Zaporizhzhia,
Ukraine.

E-mail: krugvs@mdpu.org.ua

https://orcid.org/0000-0002-5196-7241

DOI: https://doi.org/10.32342/3041-2196-2025-1-29-15

Keywords: predictive competence, artificial intelligence (Al), large language models (LLM), generative
Al, professional development, higher education, cognitive processes, human-Al interaction / human-
machine interaction, skill transformation, critical thinking.

The relevance of this study stems from the rapid development of artificial intelligence (Al), particularly
large language models and generative technologies, which are profoundly transforming professional
activity. These changes significantly influence the formation of predictive competence — a crucial human
capacity for reasoned forecasting and decision-making under uncertainty. Empirical data confirm the
high accuracy of Al-generated forecasts, sometimes surpassing that of humans, and indicate improved
professional productivity when Al is used effectively. At the same time, diverse adaptation patterns to
Al use necessitate a rethinking of the role of human judgement and raise concerns about technological
dependency, algorithmic bias, and unequal access to innovation. These challenges call for a reorientation of
educational approaches, placing emphasis on critical thinking and skills for effective human-Al interaction.

The purpose of the study is to conduct a comprehensive analysis and theoretical substantiation of
the impact of modern Al technologies — particularly large language models and generative Al — on the
development and transformation of professionals’ predictive competence.

Research objectives are as follows: to conceptualise predictive competence within the context
of digital transformation; to analyse structural shifts in its key components (cognitive, regulatory,
and communicative); to explore the mechanisms of Al’s influence on cognitive predicting processes; to
systematise potential advantages and risks associated with the integration of Al in professional contexts.

The study employs theoretical methods such as analysis, synthesis, and generalisation of findings
from interdisciplinary research, as well as conceptual and comparative analysis of human-Al interaction
models and the evolving essence of predictive competence.

Al demonstrably increases the efficiency of forecasting processes but simultaneously transforms their
nature — from autonomous human-generated predictions to the management of hybrid human-machine
systems. This shift requires professionals to acquire new skills, including critical evaluation and validation of
Al outputs, prompt engineering, and the integration of Al-generated insights into complex decision-making.
The most significant transformations influence the cognitive, regulatory, and communicative components of
predictive competence. The dual nature of Al’s impact is evident — offering enhanced analytical capabilities
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while posing risks of hallucinations, cognitive inertia, and increased digital inequality. Accordingly, the
professional role evolves from that of executor to analyst, moderator, and ethical regulator of forecasting
processes.

Conclusions. Artificial intelligence is irreversibly reshaping the landscape of professional activity, par-
ticularly in the domain of forecasting. Its influence on predictive competence is deep, multifaceted, and at
times contradictory. Maximising its benefits while mitigating associated risks requires a proactive, critical,
and adaptive attitude from professionals and educators alike. To this end, educational programmes should
be enriched with: practice-oriented integration of Al tools into professional curricula; targeted development
of skills for evaluating Al outputs; competence in prompt engineering for forecasting; the promotion of
metacognitive awareness. These measures will enable the preparation of specialists who do not merely un-
derstand Al but can employ it purposefully, critically, and responsibly to enhance their predictive capacities.

Jama Hadxo0xceHHA 0o pedakuii / Submitted: 18.11.2024
Jama npuiinHammas 0o nybnikauii / Accepted: 18.03.2025
Lama ny6nixkauii / Published: 23.06.2025

178



